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Abstract

Gradient descent method is one of the popular methods to train feedforward
neural networks. Batch and incremental modes are the two most common
methods to practically implement the gradient-based training for such networks.
Furthermore, since generalization is an important property and quality criterion
of a trained network, pruning algorithms with the addition of regularization
terms have been widely used as an efficient way to achieve good generalization.
In this paper, we review the convergence property and other performance
aspects of recently researched training approaches based on different
penalization terms. In addition, we show the smoothing approximation tricks
when the penalty term is non-differentiable at origin.

Key words: Gradient, feedforward neural networks, generalization, penalty,
convergence, pruning algorithms.

1 Introduction

Multi-layer perceptron-type neural networks have been widely used in many
real-life applications such as data analysis, trend analysis, classification,
monitoring, control, clustering and pattern recognition. They automatically
learn from observational data [1], [2]. Especially the so-called deep neural
networks that have been used since since 2006 [3] have been recognized to
achieve outstanding performance on many important problems in speech
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recognition, natural language processing, pattern recognition and computer
vision [4].

The promising advantages of neural networks lie in their attractive and
biologically inspired model. The models encompass data-driven learning
techniques that adjust the weights without a specified function for the under-
lying model. We note that neural networks are mostly nonlinear models,
which readily makes them flexible in dealing with real-world and complex
tasks. More importantly, neural networks have been rigorously proved to be
universal functional approximators, that is, they can approximate any given
function with arbitrary accuracy [5].

As commonly known, the backpropagation (BP) algorithm is one of the
mostly used techniques for training multi-layer neural networks [6], [7]. There
are two main popular modes to implement the BP algorithm: batch mode and
incremental mode [8]: For batch learning, the weights of networks are adjust-
ed once and after an entire presentation of the training samples, which corre-
sponds to the standard gradient method. The incremental learning, however, is
a variation of the standard gradient method, which updates the weights once
and after the presentation of each training sample.

The incremental training strategy may be sub-divided into three different
modes in terms of the order that the samples are fed to the network. The first
strategy is cyclic learning, whose order is randomly chosen in the initial step
and then remains fixed during the whole training procedure. The second strat-
egy is the almost-cyclic learning, where each sample is randomly chosen once
per cycle. The last strategy is online learning which selects the samples in
completely stochastic order in the whole training procedure.

The training process of a neural network may be stated as a “curve-fitting”
problem. A network with “good” generalization means that the input-output
mapping computed by the network performs well for testing data never used
in training of the network. A network that is constructed to generalize well
will generate a suitable input-output mapping. When, however, the training of
a network concentrates on training samples, the network may memorize the
training examples very well rather than fit the testing data. Such a phenome-
non of “overfitting” usually indicates worse generalization.

There are three main factors on influencing the generalization of a trained
network: the size of the training data, the network architecture, and the inher-
ent complexity of the problem. How to determine the best architecture of net-
work to achieve a good generalization becomes here an attractive aspect for
studying the training properties.

Generally speaking, the optimal network architecture is one with the num-
ber of hidden units large enough to learn the examples and small enough to
generalize well. To achieve a good generalization, the optimal network design
depends on an appropriate tradeoff between reliability of training samples and
goodness of the model. For BP learning, this tradeoff may be fulfilled by min-
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imizing the total risk, expressed as a function of the weight vector w as fol-
lows

R(W) = Eqy (W) + AE;(W) (1)

The first term is the normal BP error term, which depends on both the net-
work model and the input samples. The second term represents the complexity
of the network as a function of the weights, which is so-called penalty term,
and A is the penalization coefficient [9], [10]. The aim of (1) is to find a
network with the simplest architecture possible and that is adequate to classify
its input patterns.

Gradient-based method is a simple and popular learning algorithm for
BPNN training. Some deterministic convergence results of both batch and
incremental gradient algorithms for neural networks have been established in
[11-19]. Boundedness of the weights during training turns out to be an im-
portant assumption to assure the convergent behavior. Interestingly, this pre-
requisite condition can be usually guaranteed by adding penalty terms. Due to
different penalty terms, corresponding learning algorithms demonstrate differ-
ent performance. In this paper, we will focus on the convergence analysis of
BPNN with penalties and claim the distinction among them.

The rest of this paper is organized as follows. A brief description of batch
and incremental (three different strategies) gradient-methods for BPNN train-
ing is given in Section 2. We describe the generally used penalties and prun-
ing schemes in Section 3, while some specialized tricks for non-differential
penalty functions will be stated in the Section 4. The asymptotic and deter-
ministic convergence results are separately listed for different network modes
in Section 5 and 6. In the last section, we offer a brief conclusion and some
remarks.

2  Gradient method based algorithm for BPNN

Gradient descent method is a first-order optimization algorithm. It is often
used to train BPNNs. To find a local minimum of error function, one takes
steps proportional to the negative of the gradient of the error function in the
weight space.

We consider a feedforward networks with three layers. Suppose that the

training sample set is {xf,oi}; where ¥ and o/ are the input and the

=1’
desired output of the j-th sample.

For given input ¥/ (j = 1,--+,]), the network output is denoted by y/.
Correspondingly, the error produced at the output of the j-th input sample is
defined by
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e(w) = [|o/ — | )

where y/ is the corresponding actual output, w is the total weights. Sum-
ming the error-energy contributions of all the neurons in the output layer, the
total instantaneous error energy of the whole networks can be expressed as
follows

1% 1o
Ew=5 ) e*(wd) =3 ) o/ =] 3)
=0

j=1

Naturally, the above error function is a function of all the adjustable weights
of the multilayer networks. Depending on how the supervised learning of the
BP neural networks is performed, two main different learning algorithms-
namely, batch and incremental learning, as the following discussed in the
context of gradient descent methods. We note that there are three specific
incremental algorithms differ by the ordering of the training samples as
online, cyclic and almost-cyclic learning [8].

2.1 Batch-mode learning

The popularity for the supervised training of multilayer neural networks
has been enhanced by the development of the back-propagation algorithm.
Gradient method is widely used to train the back-propagation algorithms.

In the bath-mode learning, adjustments to the weights of BPNN are per-
formed after the presentation of all the / samples, or after an epoch. The cost
function for batch learning is defined by the error function E(w), that is,

J-1

J-1
1 1o,
E(w)=zz e(w,) = EZ”"J —y|I; @)
=0

Jj=0

Adjustments to the weights are carried on an epoch-by-epoch basis. The
gradient of the error function is given by VE, (w). Starting from an initial
value w9, the weights {w™} are interactively updated by

whtl = wm —pnE (W™), m =0,1,2,-. (5)

We note that the batch-mode learning is completely deterministic and di-
rectly stems from the standard gradient method. It is clear to see that it re-
quires large storage which is inconvenient in hardware applications.
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2.2 Incremental learning

In the incremental method of supervised learning, adjustments to the
weights of multilayer neural networks are performed on a sample-by-sample
basis. That is, the weight updating takes place after each presentation of one
drawn training sample. Due to the difference of ordering for the samples fed
into the network, we distinguish three popular incremental learning strategies:
cyclic learning, almost-cyclic learning and on-line learning.

2.2.1 Cyclic learning

Cyclic learning is a learning with a fixed cycle. Before training, the feed-
ing order of training samples is randomly drawn and then fixed in the whole
training procedure.

Given an initial weight w°, the cyclic learning updates the weights inter-
actively by

Wm]+j+1 = Wm]+] — ane(wm]+j’ X]) (6)

where m is the m-th iteration epoch, Ve(wm/ i, xJ ) is the gradient of the
instantaneous error function with respect to the total weight. We note that the
(j + 1)-th weights updating of the m-th cycle depends on the j-th training
sample.

2.2.2 Almost-cyclic learning

The training process of almost-cyclic learning consists of training cycles in
which each of the samples is fed into the network exactly once. In addition,
the order of sample presentation is continually drawn at random after each
learning cycle.

For any given initial weight vector w°, the almost-cyclic learning changes
the weights as follows

Wm]+j+1 = Wm]+] — ane(Wm]+j’ Xm(])) (7)

For the m-th training epoch, let {x™®),xm®), ... xm} be a stochastic
permutation of the {x!,x2,---,x/}. This is the essential difference between
cyclic and almost-cyclic learning.

2.2.3 On-line learning

For each online learning step, one of the training samples is randomly
drawn from the training set and presented to the network. Online learning is a
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special incremental learning where the weight updating takes place after each
presentation of randomly chosen training samples.

For any initial weight w°, the weights are iteratively updated by the fol-
lowing formula

wmtl — wm — nmve(wm’ Xr(m))’ (8)

Where m € N is the m-th iteration number, and r(m) is randomly cho-
sen from 1,2,---,]. We make it clear that there is no training cycles for on-
line learning. Each update of weight only depends on the randomly chosen
sample.

3  Penalization and Network Pruning

To obtain a good generalization for a trained network, it is a popular strategy
to add penalty terms to the standard error function. The penalties as below
modify the objective function and the gradient based BP algorithm effectively
prunes the network by pushing redundant weights to zero during training.
Then the trained network performs as a smaller system with good generaliza-
tion. The specific forms of these penalty functions are as follows:

p(w) = ZWUEW Wizj, (9) Weight Decay (L, Regularizer) [11-16, 20-22]

2
dW) = X, .EWM, (10)  Weight Elimination [23-26]
Y 1+(Wij/WO)
1
p(w) = Zwijew|Wij|2; (11) Ly/, Regularizer [27], [28]
dW) = Xwewllwill, (12) Group Lasso penalty [29]

When a network is to be pruned, it is a common choice to add a penalty
term with the sum of the squared weights. This quadratic penalty results in
discouraging the weights from taking large values. However, this penalty term
causes all weights to decay exponentially to zero at the same rate and dispro-
portionately penalizes large weights.

To remedy this problem, the Weight Elimination penalty function has been
proposed in [23, 24]. It penalizes small weights to decay at a higher rate than
large weights by choosing suitable learning rate and penalization coefficients.
However, a disadvantage of this penalty is that it can’t distinguish between
large and very large weights.

An Lq/, regularizer was proposed in [27, 28] which is a nonconvex pen-
alty. The L;,, regularizer is observed to have many promising properties
such as unbiasedness, sparsity and Oracle properties. Particularly, the solution
of the Lq/, regularizer delivers better sparsity than that of the L; regulariz-
er. Then, many references employ the L/, regularizer of the weights as a
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penalty term. The experiments shoe that L;,, penalty forms better pruning
achievement than weight Decay and Weight Elimination.

We note that the Lq/, regularizer penalizes the weights individually, that
is, some of the weights which connecting a neuron are decreased to zero while
other weights are still retain with a large value. Thus, it may not prune the
neurons at a group manner.

Group Lasso has been introduced in [29] as an extension of the so-called
Lasso, which encourages sparsity at a group level. It is an intermediate penal-
ty function between the L; penalty in Lasso and the L, penalty (weight
Decay). Naturally, a novel penalty term has been investigated by borrowing
the Group Lasso idea to train the BP neural networks.

It is clear to see that the penalty terms of the above function (11) and (12)
are not differentiable at the origin. This may lead to difficulties on both theo-
retical analysis and numerical simulations, when the weights are very close to
zero. It is a popular strategy to approximate the non-differential penalty term
with smoothing functions.

For any finite dimensional vector z, we introduce following smoothing
functions.

1)’Sqrt Form”
h(z):{ 1zl llzll = a, (13)
Jizllta+a—-vVa2+a, |zl < «a,
2)’Quadratic Form”
llzIl, llzll = a, 14)
z)= 2
ol 2, llzll < @,
2 2
3)”’Quartic Form”
Iz, llzl| = «, 15)
VYA 4 2
Rt lzll < a,
8a 4 8
4)”Sextic Form”
[zl llz|| = a,
R(Z)=] 1216 - 152 |12)1* + 75 a*||2]| 2 +35 (16)
i i<
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where the smoothing parameter a < 1 is a fixed positive constant. We note
that the approximations are much closer to the original absolute function for
the higher orders of the smoothing functions.

4 Asymptotic Convergence Analysis

For online learning strategy, the theoretical results mainly perform asymptotic
convergent behaviors since the training sequence is absolute randomly gener-
ated from the training data set. In [13], the convergence results of online BP
neural networks with L, penalty were based on the following assumptions.

Al) Each training sample is randomly chosen from the training set
{xj Y }L 1 with independent identical distribution;

A2) The activation functions g and f are twice continuously differenti-
able on R. Moreover, g,f,9',f',9" and f" are uniformly bound-
edon R.

A2’) The activation function g is twice continuously differentiable on R.
Moreover, g,9g’', 9" are uniformly bounded on R. f(t) =t for all
teR.

A3) {nn} is a decreasing positive sequence such that a) Y _ofm = 0,
b) lityon SUP(d — Mpg) <0, and ) Na_gn < oo, for
some d > 1.

Theorem 4.1. Suppose that the above assumptions Al), A3), and either
A2) or A2’) hold. Let {w™},,51 be a sequence of weight vectors iteratively
generated by (online equation) with arbitrary initial value w°. Then,
w™ — w* with probability 1, where w* is the optimal weight.

Fault-tolerant BP NNs have been proposed for over two decades, which in-
ject weight noise during training procedure. However, until recently, only a
few sources discuss its convergent behavior [21], [22].

Actually, they focus on two kinds of online fault-tolerant BP NNs: node
fault and weight noise injections. The online node fault injection-based algo-
rithm is that the hidden nodes randomly output zeros during training. For
weight noise injections, there are mainly two types of weight noise injection-
based algorithms during each step of training: multiplicative weight noise and
additive weight noise injections with weight decay penalty (L, regularizer).

On the basis of the different fault strategies in training process, the corre-
sponding objective functions are established, the boundedness of weight se-
quence and the asymptotic convergence results are rigorously proved. For
brevity, we only list the convergence results for weight noise injection-based
BPNN under mild conditions of activation function and learning rates [21].
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Al) The activation function is set to be the common sigmoid function

f(x)=eé x € R.

A2) The learning rates m, satisfy that 1, = 0,X -0 Mm = © and
Y=o < .

Theorem 4.2. Suppose that the activation function is with the sigmoid
function in Al). The weight sequence {w™},,>; is iteratively generated by
(online equation) with arbitrary initial value w°. The penalization coefficient
a is some positive constant. In addition, if the assumption A2) is also valid.
Then, lim,,,,VE(Ww™)=0 with probability 1, where E(w™) is the estab-
lished objective function.

5 Deterministic Convergence Analysis
5.1 Batch-mode learning with L/, regularizer

The idea of L/, regularizer has been successfully applied in variable selec-
tion and feature extraction problems in high dimensional data analysis. It is a
nonconvex penalty and possesses many promising properties such as unbi-
asedness, sparsity and oracle property. Thus, it has been introduced into the
batch gradient learning algorithm for the pruning BP NNs in [19].

Consider a single hidden-layer network consisting of p input neurons, q
hidden neurons and 1 output neuron. Let wy = (Wqg, Wag, ***, qu)T € R? be
the weight vector which connects the hidden nodes and the output node, and
denote w; = (W1, Wiz, Wl-p)T € RP as the weight vector between the
input nodes and the i-th hidden node. Let g: R — R be the activation function
of the hidden and output layers. Define a vector-value function G: R? —
R9.G(X) = (9(x1), g(2), ++, 9 ()" € RY, for x = (1, x5, ,2,)" € RY.
Suppose that {Xj,Oj}§=1 are the given bounded training samples. The error
function with the L,/, regularization penalty term is denoted by the follow-
ing:

J q p
1
EW) =5 2 (0~ glwy GEe))? +2 ) 3 IwilZ, (7)
j=1 i=1 k=0

We note that the L/, regularization term in (11) is non-differentiable at
the origin, which leads to more difficulties in theoretical analysis. More im-
portantly, it is inevitable that the oscillation phenomenon will appear in nu-
merical simulations. To overcome this drawback, a modified L;,, regulariza-

97



Convergence Analysis of Multilayer ...

tion term is presented by employing a smoothing function to approximate the
absolution value function, which results in the new error function.

] q P
1 . .
EW) =5 ) (0 = gwo -GN +2) > fw),  (18)
=1

i=1 k=0
where f(x) is as the following piecewise polynomial function:

|x], iflx| = a,
fO=) xe 2 19)
—x—3+3i+3—a, if x| < a,
8a® = 4a = 8
Starting with an initial value w°, the weights {w"} are iteratively updated

by:
whtl=wm 7 E(w™), (20)

where VE(wW™) represents the gradient of E(w™) with respect to w, and
the learning rate n > 0 is a constant.

To show the convergence results of the batch gradient method with
smoothing L/, regularization penalty, some sufficient conditions are as
follows:

Al). |g@®|,1g'®], 19" ()| are uniformly bounded for t € R;

A2). |lwgtl  (m=0, 1, 2,--+) are uniformly bounded;

A3). n and A are chosen satisfy. 0 <17 < ﬁ , where M = 4{%

and

c is a given positive constant;
A4). There exists a compact set @ such that w™ € @ and the set
@, ={w € ®:VE(w) = 0} contains finite points.

Theorem 5.1. Let the error function be defined by (18), and the weight se-
quence {w™} be generated by the iteration algorithm (20) for an arbitrary
initial value. If assumption A1)-A3) are valid, then we have

(i). Ew™h) < E(w™), m=0,1,2, -;

(i1). There exists E* > 0, such that lim,_, E(Ww™) = E*;

(iii). limy,_e|[VE(wW™)|| = 0.

Furthermore, if assumption A4) also holds, then we have the following strong
convergence;

(1v). There exists a point w* € @, such that lim,_,, w™ = w*.

5.2 Cyclic learning with L,,, regularizer

Cyclic learning algorithm is one of the popular incremental algorithms
compared with the batch mode training for BPNN. In addition, incremental
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learning algorithm is more efficient in term of both storage and computational
burden. Based on the better pruning performance of Ly, regularizer, it is
then presented as a penalty term for cyclic tearing of BP neural networks.

A modified smoothing L,,, regularizer has been proposed due to the non-
differentiable ability at the origin. The smoothing error function is then de-
fined for cyclic mode training procedure

q P
1 . .
E(w) =5 (0] = g(wo - GOX? +2 ) ) Fw), @
k=0

i=1

Where f(x) is identical to the above definition (3), j =1, -+, J. For
any given initial weight wy, the weight sequence {w™} is iteratively gener-
ated by:

wm]+j+1 — w‘m]+j _ anE(Wm]+j), (22)

where m=20,1, 2, -«-; j=1, -+, J; N,y 1is the learning rate in the m-th
training epoch.

Let @, = {w: VE(w) = 0} be the stationary point set of the error function
E(w). The following assumptions are imposed for the convergence of the
cyclic BPNN with L;,, penalty term [18].

Al) |g(t)| and|g'(t)| are Lipschitz continuous for t € R;

A2) The learning rates 1, satisfy that

0< Ny <1 ,and Y gNm < .

Theorem 5.2. Let the error function E(w) be defined by (21). w° be
an arbitrary initial value, and the weight sequence {w™} be generated by the
iteration algorithm (22). Assume the conditions A1) and A2) are valid, then
there exists an unique w* € @, such that

7%1_{{)10 w = w*,

Tim [[VEG™]| = [IEwW)I| = 0.

5.3 Almost cyclic learning with L, regularizer

For almost-cyclic learning with L, penalty, each training sample is cho-
sen with a stochastic order and is fed exactly once in each training epoch. Let
{xm@ xm@ ... xmU} be a stochastic permutation of the samples set
{x1,x2,---,x/71}. The learning rate of training procedure is fixed as 7,, > 0
in the m-th epoch. For fixed weight w, the output error for the j-th iteration
is defined as
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E(w) = %(Oj — f(u- Gvx™))? + Allwl|? (23)

The weights are iteratively updated as following
wHi+l — ymj+j anE(wm“j,xm(j)), (24)

where VE(w™*/,xm0)) is the gradient with respect to w of the j-th
iteration in the m-th epoch
Let 2, = {w:VE(w) = 0} be the stationary point set of the error func-
tion (23). Denote {25 € R be the projection of (2, onto the s — th coordi-
nate axis, that is,
s = {ws € Riw = (Wy, Wy, *++, Wy, " Wy(ps1)) € .(20}
For s =1, 2, --,n(p + 1). To guarantee the convergence of the algorithm,
the following assumptions are required [16]:
Al). g'(t) and f'(t) are Lipschitz continuous on R;
A2). Ny >0, Xi—oMm = and Y7, nmz < 00;
A3). s does not contain any interior point for every s =
1,2, - ,n(p+1).

Theorem 5.3. Assume that conditions A1) and A2) are valid. Then starting
from an arbitrary initial weight w°, the learning sequence {w™} generated
by (24) is uniformly bounded, that is, there exists a positive constant C > 0
such that

[wh|<C, m=0,1,2 -
and satisfies the following weak convergence
lim [IVE(w™)[| = 0.
Moreover, if the assumption A3) is also valid, there holds the strong conver-
gence. There exists an unique wW* € @, such that

lim w™ = w*,
n—oo

6 Conclusions

Different penalty terms that are applied for different learning modes demon-
strate various convergence results. For online training, only L, regularizer is
imposed to train the fault-tolerant BPNNs. The weight sequence is uniformly
bounded during training. In addition, the asymptotic convergence results are
obtained due to the absolute randomly chosen for the training samples and the
randomly weight noise.

For batch-mode learning, it is simple to get the convergence results since
the standard gradient descent method are carried out in the training process.
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Moreover, the learning rate can be selected as a small positive constant. It is a
promising point that the L;,, regularizer as introduced during training im-
proves the pruning ability and generalization.

For cyclic and almost cyclic learning, under assumptions deterministic
convergence results have been obtained with L, and L;/, regularizer penal-
ties under specific on the learning rates and the activation functions, respec-
tively.

An observation can be made that a smaller network having similar approx-
imation error for the training samples performs much better on generalization.
Adding penalization terms to an objective function is an efficient way to
prune the redundant hidden neuron. It is important to pay special attention to
the convergence analysis which guarantees the convergent network from theo-
retical point of view. In addition, we note that pruning performance should be
a promising additional aspect to study networks convergence behavior.
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Abstract

The article presents the process of evolution of banking services and banking
distribution channels. It deals with the history and identifies main factors that
affecting the change. In the following discussion, it presents phenomena that
affect the future appearance of banking. These include changes in the economic
and technological environment.

Key words: Banking service, distribution channel, IT in banking.

1 Introduction

Banking is an area of dynamic changes caused by many factors. Because of
the role that banks play in the economy and, more broadly, in our lives, it is
worthwhile to look at this phenomenon. Those changes apply to business
model, the range of activities and also technological solutions.

Below, it is presented the author look at the process of evolution of bank-
ing services and bank distribution channels. In addition, the current trends and
prospects in this area are indicated.

Such consideration has been provoked by many interesting and revolution-
ary statements presented in banking environment. To mention one example,
the CEO of mBank, one of the biggest and most innovative bank in Poland,
said that the bank branch, cash and signature - the pillars of traditional bank-
ing - at an accelerated pace no longer correspond to the rhythm of our day [1].
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2 Bank products and services in distribution channels

We cannot find in the bibliography a clear and settled set of terms to describe
the subject of the banking business. Such terms as ‘operation’, ‘product’ and
‘services’ are used interchangeably in banking context.

The Polish Banking Law defines the concept of banking operations [2].
There are distinguished: accepting cash deposits, lending, payment services.
The concept of banking (financial) services appears in EU directives. A ser-
vice is any activity, which the bank performs for the customer (e.g. current
account management, granting a loan, money transfer, credit card payment
execution). On the other hand, in the practitioners language, the bank offers
products, which is consistent with the nomenclature of marketing.

From the information systems analyst point of view, I have adopted the
following interpretation of terms. The bank sells products to customers, as
a part of its activities. Products can be both material objects (e.g. a safety box)
or immaterial (e.g. current account, credit card). As a part of product mainte-
nance, the bank provides services to the client. The availability of services and
rules for their implementation are described in the regulations of the product.

We can distinguish the following groups of banking services:

— deposit,

— credit,

— settlement,

— foreign transactions handling,
— investment,

— capital,

— information and consulting,
— other (e.g. Storage items).

Another important term for further analysis is a distribution channel (or
‘delivery channel’). It can be defined as a medium by which a financial insti-
tution provides services to customers. [3]

There are following distribution channels:

— sale in the bank branch,
— direct sales,
— indirect distribution (via email, dealers, franchise, etc.)
— remote channels; in this group we can distinguish:
- phone channels (phone service, teleservice, hotline)
- home banking
- self-service devices (ATMs, Infomats, bank kiosks, etc.)
- Internet channel,
- mobile channels.

It should be remembered that various banking services can be done
through various distribution channels. Typically, a service is not closely
linked to one channel. In banking practice, we can observe the presence of
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a matrix relationship between services and distribution channels. It is a time
varying matrix. Firstly, because both the list of banking products and services
as well as the list of distribution channels expand. In addition, the availability
of a particular service in a particular channel also changes. Typically, banks
try to expand this availability.

3 The evolution of distribution channels

From the customer point of view, the evolution of distribution channels is
the most influencing factor on the perception of banking activities. Modern
distribution channels demonstrate the bank competitiveness. It is something
what can be used as a bank trademark.

As an example could be an investment of mBank between years 2012 and
2013 into refreshing and extension their Internet and mobile distribution
channels. It was valued at over 100 million PLN [4, 5]. This investment al-
lowed the bank to provide their customers a radically altered Internet Banking
channel and a new mobile application. This change, further strengthened by
several international prizes [6] for its innovative interface and functionality of
the banking system, has become a very powerful tool for promotion of the
whole bank.

Another example is the strategy of Alior Bank. In 2012 it entered the mar-
ket by promoting itself as the only fully online bank in Poland, investing in
the project the amount of 50 million PLN [7]. A characteristic feature of the
bank was supposed to be an Internet channel enabling access for the realiza-
tion of all services.

Looking historically it must be admitted that channels of selling banking
products have come a long way. Originally, a distribution of products and
services was closely linked to a bank's headquarters location, a distance from
the customer, banking hours. Products selling required a direct contact of
a bank employee with the client. In order to maintain this way of operating,
banks have heavily expanded its distribution network, which included bank
branches and other non-bank service points. The need to reduce the physical
distance between the institution and the customer has become the basis for the
development of cooperative banks and other type of shadow banks and credit
unions.

The first revolution in access to banking services took place with the de-
velopment of telecommunication networks. This allowed the implementation
of self-service distribution channels. The first was a telephone channel. First,
only for information services, and then also for simple operations (e.g. a trans-
fer order to the defined recipient). Subsequently, a call center was introduced
for marketing purposes, handling complaints and more complex operations
(e.g. card restriction, requests for products).
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Another revolution brought the development of electronics, including
computer technology. Electronic distribution channels has been developed.
The whole implementation of banking services in these channels is called as
electronic banking or just e-banking.

The evolution of electronic banking took place in several directions, simul-
taneously with the development of new electronic devices and technologies.
The most important are:

— ATM - a stationary device the size of a man. Initially it took the form of
information terminal, then the functionality has grown. Currently, we have
to do with such devices as Cash Dispenser, ATM, cash deposit machine,
cashless ATMs.

— Television — a device present in almost every households. Use it to realize
banking services is referred to as banking television. At first, because of a
one-way communication channel was limited for information role. Nowa-
days, TV can perform similar functions like a computer.

— POS - together with the use of plastic bank cards, and more recently mo-
bile phones, is widely used in the retail sector as a channel for clearing
services.

— Personal computer - a multi-functional device. It is used in several differ-
ent ways. Initially it was a tool to run applications such as home banking,
allowing to register financial operation off-line (later also on-line) and then
interchange them with the bank by phone line or Internet. Currently, domi-
nated by use of a computer as a tool to access bank websites.

— Mobile phones - can be used as an access device for several distribution
channels (telephone, Internet, mobile). Its form and functionality begins to
overlap with the PC. An important difference is that the mobile phone in-
cludes a personalized SIM card that gives additional possibilities, for ex-
ample it can be used for user authentication.

In the context of electronic banking we can distinguish two trends (signifi-
cant from the point of view of further consideration): internet banking and
mobile banking. Their distinguishing feature is the technology of the service
bank user interface. It seems to be a wrong way to attempt distinguishing be-
tween these distribution channels by the type of device used. This is due to the
fact that differences between the personal computer (usually related to Inter-
net banking) and mobile phone (assigned to mobile banking) are blurring.

Internet banking is the realization of banking services using an interface
that is made in Web technologies. So these are the most common Internet
banking services currently available through web browsers. This access chan-
nel has undergone a similar path of evolution to other solutions. Initially, only
for information services, and then expand its functionality with basic active
operations. And now it offers most of the services available in the physical
facilities of banks. The main limitation appears to be the lack of widely avail-
able electronic signature mechanism.
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Mobile banking use applications created in mobile technologies. Their user
interfaces are typically dedicated to devices of relatively small size (a palm
size). The range of services offered in this channel is still growing and be-
comes a direct competitor to Internet channels.

4 Evolution factors

Looking for the assessment of the future of banking services, we must con-
sider factors contributing to their past development. It can be expected that
changes are the result of many processes, often influencing each other. It is
also the thesis I can formulate. The evolution of banking services and distribu-
tion channels is the result of social, organizational and technological factors.
These impacts overlap and create pressure to change the practice and scope of
banking activities.

As social factors I would mention:

— Enrichment of the population, resulting in an increased interest in financial
services. In response, banks extend their offer and develop the branch net-
work.

— Increase customer awareness, resulting from an increase in the level of
education and experience in dealing with banks. For banks, this means
greater competition in the market, because clients less trust in an opinion
of the bank employee and more often compare various solutions. It also al-
lows to offer more advanced services.

— The need to have analytical information, resulting in the emergence of
services such as credit simulations, tools such as Personal Financial Man-
ager (PFM), trend analysis of capital markets.

— The need for communication. One symptom of this is the fact that the cell
phone is a modern device that we very often have close to us. Furthermore,
a large part of the population is constantly on-line. Banks have a possibil-
ity to keep in touch with customers.

Organizational factors are:

— The end of the gold specie standard as a monetary system.

— Popularization of bills of exchange and promissory notes usage, what in-
fluence on the development of services related to bank money.

— A tendency to minimize cash transactions, giving an impact on offering a
range of banking products and services. An example would be the popular-
ization of plastic cards in the 60s of the twentieth century.

— The development of cooperation between institutional entities. It resulted
in agreements in the local and global scale (e.g. SWIFT organization) and
achieving standardization of processes. Examples are SWIFT standards
for the exchange of data between financial institutions, SEPA for payment
exchanges in the Euro zone or EMV for smart cards.
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Changes in legal systems. It can take a form of new regulations (like new
prudential regulations) but also deregulation. Regardless of the direction of
change, fundamentally affect the ability to offer certain services by finan-
cial institutions.

The last group of factors is associated with the technology development.

As the most important we can identify:
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Technologies of communication for a long distance (telegraph), which
resulted in the acceleration of settlement of transactions in relation to mail
with a paper document.

Electronics and increased functionality of electronic devices simultaneous-
ly with their miniaturization. This created a possibility to offer new distri-
bution channels (electronic banking).

Computer technologies, as a special kind of electronic revolution. The
continuous increase in computer performance influences on banking in-
formation systems and thus allows providing more complex services. Fur-
ther progress in this area leads to popularization of such concepts as Big-
Data (possibility of data mining in large data sets) or in-memory pro-
cessing.

Internet. As a new communication media it allowed to offer a new distri-
bution channel - internet banking. It also gave an opportunity to apply a
new business model — a virtual bank and a virtual branch in the traditional
bank. Internet accelerated an information exchange. In extreme cases lead-
ing to exchange data in real time (popular examples are: payment transac-
tions or invoices exchange). The ability to maintain a continuous stable
and secure Internet connection technology has allowed the development of
cloud computing, which also can lead to a new bank business model.
Biometric technologies. Currently used primarily in client authentication.
However, we can assume that wider use is still to come.

Mobile technologies allow keeping in constant communication with the
bank regardless of where the customer is. That feature has opened a new
distribution channel — mobile banking.

Geolocation, partly related to mobile technologies. Allows to have an ac-
cess to geographical location of the customer and in that way to customize
services stronger.

Short-range wireless communication technologies (such as RFID, Blue-
tooth, NFC). Although known for a long time, recently they are also used
in banking. Contactless payments are an examples of such application.
Another example can be a beacon, a small device becoming popular in re-
cent years. In banking it can be used, among other things, for better offer
personalization [8].



Murowaniecki £..

5 Changes in bank environment

The main change in the business environment is a strong increase of com-
petitiveness. Primarily, it refers to the relationship between domestic banks
and global banks entering a new market. Furthermore there are new players.
These include other non-bank financial institutions such as credit unions, so-
cial lending portals, but also those in other sectors of the economy — insur-
ance, , telecommunications, media and IT companies.

Particularly two phenomena are noteworthy. The first is a global technolo-
gy corporations, like: Google, Amazon, Apple, Facebook, Alibaba. These
Large Digital Players enter new service markets, previously controlled by
banks. The second phenomenon are small business — technological startups.
Both groups function as so called Big Bang Disruptors [9],[11]. They are
characterized by: high efficiency, low cost, effective cooperation in creating
content, innovative content, enhanced personalization, advanced technology
solutions. The life cycle of products offered by these companies is very dy-
namic. It is characterized by rapid growth in popularity at the beginning,
a short time of being on top and a sudden rapid decline of interest. A single
occurrence of such company is not relevant for the environment, but in the
global scale there are many of them. Their life cycles overlap. This allows
customers to move from one innovation (currently on top) to the another (now
at the beginning of rapid growth). As a result, it is a need for continuously
monitoring and responding by large entities (including banks) to the market
situation.

An example of innovation affecting the banking market can be the imme-
diate payment market of in Poland. For a long time execution of credit trans-
fer was the domain of banks and was managed by the National Clearing
House (KIR SA). Most often, transfers were settled within a few hours. At
some point in time, some companies (e.g. Przelewy24, PayU) entered that
market as intermediary party. Based on the mechanism of real-time internal
transfers existing in core banking system, they built a system allowing for
immediate credit transfers between banks. The next step was done by Blue
Media company, who proposed the new system (BlueCash) with implementa-
tion of immediate transfers, what became a direct competition to National
Clearing House services. To prevent losing potential income, banks had to
respond to the demand. Hence, KIR SA launched an Express ELIXIR system
in 2012.

Another example may be a virtual currency (e.g. Bitcoin), by which the
banking sector is motivated to develop their own systems of electronic money.

Growing competition on the market, transforms it into a customer market.
The level of customer satisfaction becomes more important for banks in
a short period of time than profit maximization. Customers’ needs must be
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identified and answered quickly. A method of achieving this goal is a techno-
logical development.

IT development as a bank priority requires changes in bank organization.
The role and responsibility of IT departments increases. Generally, a structure
of employment is changing in favor of technology professionals. Bank em-
ployees responsible for contacts with customers also need to have a deeper IT
knowledge.

Next aspect is a software engineering methodology. Habitually, banks ap-
plies traditional cascading methodologies, what results in production cycles
lasting for a few months. It is too long in a new dynamic bank environment.
The aim is to shorten these cycles, for example using agile methodologies.

Next observable trend is the blurring of boundaries between bank and oth-
er entities offer. On the one hand, banks are entering new markets like insur-
ance, telecommunications or media. From the other side, representatives of
other sectors extend their offer of banking products and services. Due to legal
restrictions, it requires a cooperation between a bank and other companies or
purchasing a bank and its banking license. There are few such examples on
the Polish market. Among them alliances concluded between telecom T-
Mobile and Alior Sync bank, between telecom Orange and mBank. Another
example is the Plus Bank that is a part of the capital group consisting a tele-
com (Polkomtel) and a media group (Cyfrowy Polsat SA). One of the effect of
such cooperation is product bundling, what means offering several products of
different kinds in one combined offer. This strategy is advertised as win-win
game for the bank and its associates. Cooperated parties can share their best
practices, distribution networks and technologies.

One of the most famous attempts to gather all these trends in the banking
sector is the concept of Bank 3.0 defined by Brett King [10]. He says about
banks after the recent global financial crisis, operating in a dynamic competi-
tive environment. As a consequence banks have to evolve organizational and
technological. King asks the question "Why banking is no longer somewhere
you go but something you do' and in that way he defines a new perception of
banks by customers and the future role of banks. In this concept, in order to
survive, banks should:

— Reduce the role of traditional branches and concentrate on customer sup-
port. Instead of that virtual branches should be popularize.

— Cooperate with social media.

— Make banking systems more flexible and adapt them to work in a cloud
environment.

— Bank staff need to be more familiar with high-tech solutions.

Another interesting concept is promoted by Accenture. It proposes a new
bank business model called The Everyday Bank [9,12]. According to this
vision, banks have to broaden their range of non-financial services and intro-
duce new digital distribution channels. The Everyday Bank has a central posi-
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tion in customer everyday life and will act as an intermediary between the
client and other entities in the digital economy. In addition, customer services
should be carried out within a so-called ‘omnichannel’ environment. It makes
an assumption that the choice of distribution channel should not affect the
perception of the process by the customer. Moreover, customer service pro-
cess can be performed in different channels alternately.

6. Technology trends

As previously mentioned, technological innovations overlap. Before one
reaches its peak of popularity, another one starts to gain market share rapidly.
To stay in business, banks have to adapt and respond quickly to new innova-
tions.

Key technologies that can have the greatest impact on evolution of banking
services and distribution channels are:

— Mobile technologies. They form the fastest growing distribution channel
and allow to offer new services — e.g. mobile payments.

— Electronic money.

— Biometrics. It is a group of methods widely used for authentication, to
confirm the identity (equivalent of Personal Identification Number) or
identification (equivalent of login).

— Cloud computing.

— Big Data — analyzing huge data repositories to discover new useful
knowledge. It is a technology that allows better understanding of the cus-
tomer behavior, anticipating customer’s needs and offering better suited
methods of communication.

— Behavioral Systems - examining customer behavior, including location
data, transaction characteristics.

— Social media — can be used as a new channel of communication with cus-
tomers but also as a new distribution channel. As an example a social
payment can be mentioned. In this solution a social media portal become a
place where we can send or receive a payment.

— Geomarketing - it the use of geographical parameters to carry out market-
ing campaigns. In banking practice it is used to decide on the location of
the banking infrastructure (like bank branches, terminals, POS), to adjust
marketing efforts to target groups residing in the area.

The use of new technologies results in a number of new services offered
by banks. Below there are two examples of services that enrich the standard
functionality of banking services. They are not critical from customers point
of view, but they increase attractiveness of the offer..

The first example is a service named mRabaty offered by mBank. It uses
a mechanism of geolocation of customer phone cell so is dedicated to be used
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in the mobile channel. In that solution, system identifies discounts available
for the customer, classifies them on the basis of some preferences and current
customer location. Finally all identified proposals are marked on the map
displayed on the phone screen.

Another example is a tool for analyzing and managing of customer’s own
financial data. It can use data mining methods, for example to classify pay-
ments according to transaction features and assign them to a specific expense
category and proper line item in the personal budget. A general name for such
solution is Personal Financial Manager (abbreviated to PFM). Many banks
offer such a functionality in their transactional systems. Moreover, there are
also many non-banking sites on the market that specialize in this area (e.g.
national: kontomierz.pl, ifin24.pl, budzetdomowy.pl, eportfel.com; global:
yodlee.com). There are significant limitations in the development of PFM
tools. First of all, it is difficult to extract data about the history of transactions
from various banking systems and collect then in one system. There is no
universally recognized standard for exchanging such data. Usually PFMs use
a not very stable and secure technique called 'screen scraping' or inefficient
manual input of data. Furthermore, a problem of recording cash transactions
remains unresolved. Regardless of existing problems, this type of tool can be
treated as a response to the need for analytical data by advanced online users.

7 Conclusions

The surroundings or conditions in which banks operate is constantly
changing. From the bank point of view, it determines the need for continuous
monitoring and responding customer expectations. This also creates a busi-
ness opportunity for others financial market players. It is one of the areas in
which Polish banks and the whole economy may prove to be innovative.

For bank customers it results in constant change of banks' distribution
channels and services. In banks’ assumption these changes should be better
suited to customer needs. Is that realize indeed? It is a subjective matter. It is
not hard to find opinions that financial offers have become unnecessarily
complicated and new services, except attractive appearance, have little added
value.
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Abstract

Virtualization of physical network devices is a relatively new technology, that
allows to improve the network organization and gives new possibilities for
Software Defined Networking (SDN). Network virtualization is also commonly
used for testing and debugging environments, before implementing new designs
in production networks. Important aspect of network virtualization is selecting
virtual platform and technology, that offer maximal performance with minimal
physical resource utilization. This article presents a comparative analysis of
performance of the virtual network created by the virtual CSR1000v and virtual
machines running Windows 8.1 on two different virtual private cloud
platforms: VMware vSphere 5.5 and Microsoft Hyper-V Server 2012 R2. In
such prepared testbed we study the response time (delay) and throughput of
virtual network devices.

Key words: virtual network, virtualization platforms, network performance,
Cisco Cloud Service Router 1000v, Hyper-V, VMware ESXi,

1 Introduction

Currently, the physical network devices such as routers, switches, and servers
are the base of computer networks. Popularity of cloud computing forces the
research for new network solutions, integrating physical network
environments with virtual environments. For a few years works on
transferring the functionality of physical network devices to their virtual
counterparts and Software Defined Networking (SDN) are being conducted.
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Network virtualization technology enables reproduction of the physical
network using the virtual network devices running on a single physical server,
offering the same functionality as the physical devices. Multiple virtual
network devices, such as routers, switches, firewalls, intrusion detection
systems, may be used in a virtualized environment. It gives the opportunity to
organize network in better, more efficient manner [9]. Other advantages are
the optimization of costs, short implementation time, faster network
integration, reduction of cabling, independence from expensive physical
devices, simpler and faster disaster or failure recovery. Virtualization ensures
also high energy-efficiency, since many virtual systems (network devices or
servers) utilize single hardware platform. Currently, the virtual computer
network can be associated with existing network hardware providing full
communication.

One of the important challenge, faced by network virtualization solutions
is the performance deficiency. The operational delay, usually very small for
hardware network devices, in virtualized devices is being often multiplied as
the reason of underlying hypervisor software and hardware platform not
optimized for network traffic processing. Also the maximal throughput,
offered by virtual network solutions often becomes a bottleneck.

In this context, very important decision in virtual network designing and
implementing process in the choice of optimal, efficient virtualization
platform, that will not significantly decrease the network performance
(Quality of Service - i.e. delay in the network; throughput, etc.). Then, we
provide short study on the efficiency of two of the main virtualization
solutions.

The main purpose of this article is to present and compare the performance
of two virtualization platforms, VMware vSphere 5.5 and Microsoft Hyper-V
Server 2012 R2, used as a base for virtual network solution. Experimental
virtual network is built of Cisco Cloud Service 1000V Routers and virtual
hosts. Performance has been studied in the area of Quality of Service of the
virtual network i.e. bandwidth, delay and jitter. Chosen criteria will accurately
determine whether network bandwidth corresponds to the capabilities offered
by the devices, whether the traffic is not blocked on specific ports, or whether
large packet loss and unstable operation of the network may be observed.

In section 2 we present short review of virtual network devices, section 3
gives the look at actual state of art in network virtualization studies. Then, in
section 4 we formulate the research problem and present the testbed. Results
of experiment are reported in section 5. Finally, we conclude the research in
section 6.
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2 Virtual Network Devices

The first implementation of virtual network device on PC platform was a
computer equipped with two network adapters and specialized software. Such
solutions were usually built on FreeBSD distributions and could act as a
router, firewall, DHCP server, DNS, or VPN. Nowadays many project, such
as pfSense, mOnOwall or VyOS, develop software packages that provides
features similar to commercial hardware boxes, and often gaining additional
functionalities and greater control of security [2]. These systems can be
successfully installed in a VMware environment, as well as Hyper-V virtual
machines. In more complex virtual environments, e.g. when we need to
connect few virtual servers working on single physical server, we may use
physical network device (router or switch) connected to the server to provide
connection (and routing) between virtual machines [2]. Another, often chipper
and less complex solution is to use virtual network device, located on the
same physical server. We can now virtualize routers, switches, firewalls,
intrusion detection and intrusion prevention systems (IDS/IPS), as well as
load balancers, NetFlow collectors and less common network devices on one
server with hypervisor system. These devices can work independently using
the same hardware platform. Among virtual device solutions we may
distinguish layer 2 and layer 3 switches, routers, firewall and others. An
example of virtual Layer 2 switch are the Cisco Nexus 1000V (VMware
Distributed Virtual Switch) and open source Open vSwitch. Features of Layer
3 switches are implemented in virtual switch Nexus 1000V, developed by
Cisco. The Cisco Virtual Nexus1000V working under the control of the NX-
OS and allows to create PVLAN, virtualized DMZ zones and implementation
of the policies for advanced network security e.g. ACL together with QoS [4].
ASA 1000V Cloud Firewall is a virtualized version of a hardware firewall
ASA 5500 series and provides protection coastline and Virtual Security
Gateway (VSG) responsible for the protection of the network using VMware
vShield APIs for internal security. For application of routing between virtual
machines in a private, public or hybrid cloud environment, Cisco created a
virtual router enabling selected functions of the operating system [OS-EX -
Cisco Cloud Service Router 1000V. The virtual device is designed for
deployment in data centers in the cloud and run as a virtual machine on
servers that use virtualization platforms VMware ESXi, Citrix XenServer,
Kernel Virtual Machine (KVM) and Microsoft Hyper-V [5]. Noteworthy is
also the possibility of implementing Cisco Cloud Service Router 1000V on
public cloud Amazon AWS and Microsoft Azure [6]. The main use of the
virtual router is acting as a gateway to the WAN for multitenant and secure
connection between the provider of public cloud and enterprise. These
functions can be implemented using IPSec VPN (DMVPN, EasyVPN and
FlexVPN), or MPLS (Multi-Protocol Label Switching). Cisco Cloud Service
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Router 1000V is licensed base on a combination of performance and feature
set. Virtual machine with CSR1000V deployed on servers requires from 1 to 4
virtual CPUs, from 2.5 to 4GB of RAM, depending on the performance and
feature set, 8GB of disk space and three or more virtual NICs vNICs. The
device can provide routing functions between virtual machines using
protocols such as OSPF, EIGRP, and BGP, Multicast, LISP, GRE [6].
Another solution is to implement a cloud computing environment with virtual
router Brocade Vyatta vRouter and community version VyOS. Brocade
provides routing based on BGP Multipath, PBR, OSPF, Multicast
technologies, IPsec VPN environments for physical, virtual and cloud-based
environments. Vyatta vRouter can also function as a firewall but does not
support MPLS [1].

3 Related Works

Virtual network operation seems to be important practical problem, but
literature connected with the topic is very limited. The most interesting
publication is [8], where authors present optimization problem where the
objective is to minimize the network resource consumption with virtualization
support (NFV-capable nodes), such that the service requirement (order of
service chain traversal) for all the traffic flows is satisfied. In [10] authors
propose a virtual network architecture for cloud computing and present
research about virtual network which can provide communications for virtual
resources in cloud computing. It can potentially reduce the global CO2
emission. Furthermore, without purchasing, operating, maintaining, and
periodically upgrading local computing infrastructures, cloud computing can
lower the cost of IT services for an enterprise. Multiple virtual networks can
run simultaneously over a single physical infrastructure without interfering
with each other. In this research virtualized network components such as
links, bridges and routers were considered. This virtual network can provide
the communication between virtual hosts with flexibility. Furthermore, the
virtual network can run the customized routing protocol [10]. Furthermore, Ka
Ching Chan and Mary Martin in [3] present an infrastructure enabling
lecturers to design and set up experiments in not only traditional networking
topics such as RIP, OSPF, BGP, and VLAN using a combination of physical
and virtual networking devices, but also in the latest technologies such as
server virtualization and network virtualization. They present the development
of an integrated virtual and physical network infrastructure for the
Internetworking Laboratory at La Trobe University’s Bendigo campus. The
infrastructure was setup with physical equipment including Cisco routers,
Cisco switches, a number of Ubuntu Linux workstations, and a VMware ESXi
server hosting a number of virtual machines including Vyatta routers, and
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Ubuntu virtual desktops [3]. In article [11] authors evaluated performance of
virtual router platforms based on Linux namespaces and show that hardware
assisted virtual routers can achieve better aggregate throughput than a non-
virtualized router on a multi-core platform [11]. It is noteworthy that in 2014
years Cisco in a white paper [7] describes technology Virtual Extensible LAN
(VXLAN) and how to use CSR 1000V to route between VXLAN segments
(VXLAN Layer 3 routing) in addition to switch Cisco Nexus 1000V support
for VXLAN.

4 Research Problem and Experimental Environment

The main research problem considered in this paper is the evaluation
performance of the network created by the virtual machines and the Cisco
Cloud Services Router 1000V. Evaluation criteria are bandwidth, delay, and
jitter. Bandwidth is the amount of data that can be sent over the network
between two of its points, e.g. router — router or computer - computer in a unit
of time. Bandwidth is measured in bits per seconds and is particularly
important in the case of transferring large amounts of data over a network.
The delay (latency) is the time needed for packet to flow between two
designated points. The lower the latency, the better network performance,
because the local infrastructure should not exceed a few milliseconds. Jitter is
important for real-time transmissions, usually using UDP protocol, e.g. VoIP
and multimedia transmissions.

Experimental environment was built on server equipped with 8 core FX-
8150 processor clocked at reference period of 3.6 GHz, 16 GB of RAM and
two 500GB disks HDD speed 7200rpm and 16MB cache.

Two experimental virtual cloud platforms were implemented on the physical
server:

— VMware vSphere 5.5 ESXi 5.5 hypervisor virtualization platform. To
create a private cloud environment uses Vmware vCloud Director, vCenter
5.5 vCenter SSO (Single Sign-On) and vSphere Web Client.

— Microsoft Hyper-V Server 2012 R2. To create a private cloud environment
uses Microsoft System Center 2012 R2 Virtual Machine Manager 2012
R2.

In order to conduct performance measurement, virtual network based on
the Cisco Cloud Service Router 1000V was implemented in both virtual
environments. Topology of the virtual network is presented in the Fig. 1. The
experimental virtual network consists of three virtualized Cisco Cloud
Services Router 1000V, which were connected together by means of virtual
interfaces based on virtual standard switches, to define between them three
subnetworks. Each of the routers also handle a single network which contains
virtual machines with Windows 8.1 Professional. Static routing was
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implemented in the virtual network. All experiments were performed in a
client — server model. The first virtual machine with Windows 8.1 acted as the
server, the other virtual machines Windows 8.1 acted as a client.

10.23.1.

10.33.1.0

Figure 1. Virtual network topology

A tool Psping included in the PsTools package, which being extended
version of the traditional tools Ping, was use for demand generating in the
virtual network. The tool allows to check the availability of devices through
ICMP, send test packets to any TCP port, perform the measurement of the
delay and bandwidth in client - server architecture. Iperf tool was also used to
determine the bandwidth between two computers, delay, loss of datagrams,
delay variation. Iperf allows testing TCP and UDP on selected ports.

5 Results

The goal of first test was to examine the estimated packet round-trip time [in
milliseconds] for 32-byte packet size. We performed 10 experiments, 1000
ping request in each. For each experiment we calculated minimal, maximal
and average delay. All attempts were successful and no packets were lost. A
large difference between the minimum and maximum delay for both of the
test platform was observed during this experiment. Minimal response times
for each experiment are presented in the Fig. 2. Lowest delay was noted for
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VMware environments, while in the case of Hyper-V delay of each trial
decreased in consecutive experiments. Lowest delay obtained in all
experiments was 0.6ms for Hyper-V and 0.39 ms for VMware.

Minimum delay

1,2

1
0,8
0,6

0,4 m

0,2

Time [ms]

0
1 2 3 4 5 6 7 8 9 10

Experiment

=@ Hyper-V ==@=Vmware

Figure 2. Minimal delay times in each experiment for 32B packet size
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Maximum delay
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Figure 3. Maximal delay times for 32B packet size

Maximal response times for the same scenarios are presented in the Fig. 3,
and average ones in the Fig. 4. VMware several times noted higher delay in
comparison to the Hyper-V (in second, fourth and fifth experiment). The
biggest delay fluctuated between 2.87 ms and 37.79 ms for VMware and from
11 to 28.91 ms in case of Hyper-V. Average time fluctuated around 2.50ms
for Hyper-V, whereas for VMware within 0.60 ms.

124



Lota S., Markowski M.

Average delay
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Figure 4. Average delay times for 32B packet size

The second test was to estimate the delay for 8192B packet size. As
previous we performed 10 experiments, 1000 ping request each. Results of
experiments are presented in the Fig. 5-7.

As we may observe from the results, for VMware environment delay is
much more unpredictable and varies in range from 1 to 4000 ms, with the
average delay around 300ms. Remarkably better results were obtained for
Hyper-V platform, delay fluctuated in range from 7 ms to 38 ms with average
around 28 ms.

Although average delay was considerably lower for Hyper-V, the lowest
delays were observed for VMware—based virtualization platform. Compiling
those results with results for previous experiments for 32B packets size, we
may conclude that for some moments VMware is able to ensure better answer
time, but generally is very unstable. Taking into account delay experiments,
Hyper-V virtualization platform offers better and more stable efficiency.
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Average delay
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Figure 7. Average delay times for 8kB packet size

The aim of the third experiment was to estimate the capacity of the virtual
network. As previously 10 experiments were performed for both evaluated
platforms. In each experiment 10,000 packets were sent in the virtual network.
Packets were generated with PsPing, and the size of packets was set to 8192
bytes. In the distribution for non-commercial use, Cloud Services Router
1000v offers a maximum bandwidth of 2.5 Mb/s, then we do not expect
higher capacity in virtual network. Results of experiment — higher, lower and
average throughput are presented in the Fig. 8-10. Unlike during previous
experiments, VMware environment was more stable and generally offered
better and regular traffic ability performance. Minimal throughput for
VMware was newer below 250 Kb/s. In Hyper-V, the smallest throughput
was 74.76 Kb / s, and fluctuated up to 236.23 Kb/s.

The greatest maximum throughput was reached in a Hyper-V environment.
A little worse efficiency was offered by VMware. In the case of an average
throughput results are very similar in both environments with a slight
predominance of the VMware environment. Highest average throughput for
VMware was 289.33 Kb/s and for Hyper-V 287.42 Kb/s. In the case of 8th
attempt for Hyper-V we have noticed the lowest score of at least 331.27 Kb/s
and average equal to 260.88 Kb/s.

127



Performance Analysis Of Virtual Computer Network ...

128

300

250

Minimum throughput

——— " "

1 2 3 4 5 6 7 8

Experiment

=@ Hyper-V ==@=VMware

Figure 8. Minimal throughput in virtual networks
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In the fourth test we have estimated bandwidth in virtual network using
iperf traffic generator. The goal was to estimate the throughput in both
directions (client-server and server-client). Results of experiments are
presented in the Table 1. As compared to throughput of a server and a client
server to a client in both environments have a difference in the throughput of
0.05 Mb/s.
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Figure 9. Maximal throughput in virtual networks
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Figure 10. Average throughput in virtual networks
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The next experiment consisted of assessing jitter and provide information
about the number of packets lost by iperf. For Hyper-V smallest jitter was
0.130 ms, while the largest 0.5 ms. For VMware smallest jitter was 7.429 ms,
and the largest 8.802 ms. In all of the experiments packet loss does not exceed
1%. Results of jitter studies are presented in the Table 2.

Table 1. Comparison of throughput for one and two-directions scenarios

Scenario Hyper-V Vmware
Min Max | Min | Max

throughput by

. 2.42 243 242 | 243
iperf

Mb/s | Mb/s | Mb/s | Mb/s

throughput in | Min Max | Min | Max
both
directions by | 2.37 2.43 2.42 2.43
iperf [client— | Mb/s | Mb/s | Mb/s | Mb/s
server |
throughputin | Min Max Min Max
both
directions by | 2.28 242 | 237 2.38
iperf [server — | Mb/s | Mb/s | Mb/s | Mb/s
client]

Table 2. Results of jitter studies

Experiment Hyper-V VMware
1. 0.5 ms 8.29 ms
2. 0.13 ms 8.802 ms
3. 0.397 ms 7.429 ms
4. 0.172 ms 8.248 ms
5. 0.194 ms 8.042 ms

6 Conclusion

Analyzing results of all performed experiments, we may conclude that
Hyper-V virtualization platform offers better efficiency and better Quality of
Service for virtual computer network. Most important conclusion is, that
Hyper-V based virtual network behaves more stable and predictable with
much lower delay and throughput fluctuation. We may recommend this
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platform rather than VMware, for virtualization of small virtual computer
networks, built on one physical machine.

Quite important problem observed during experiments was the weak
recurrence of the obtained results in both environments. Another problem was
physical server performance, which is very well illustrated in performance
tests for the delay and throughput. Probably, the source of those problems was
too great load on the physical server processor, during which the hypervisor
ESXi had to decide which virtual machine first should use the computational
power of the processor. This leads to a situation where all traffic is handled by
only one logical processor, while the other ones are asleep. VMware and
Microsoft also points out, that the results of performance tests may be
disrupted by the power plan of virtual machines running Windows 8.1. By
default, Windows sets balanced mode of performance and energy
consumption. Despite the efforts to define stable and identical test conditions,
it turned out that the individual measurements for the delay and bandwidth
can be quite significantly different in each of the trials. Moreover, we should
observe the directions of development of these technologies, because similar
situation may take place in the future, as in the case of cloud computing,
which was a novelty two years ago, and today is an essential tool for
facilitating daily life.
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