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ADAPTIVE FILTER FOR INERTIAL SYSTEMS 

Marek Orzyłowski 

IT Institute, University of Social Sciences,  
9 Sienkiewicza St., 90-113 Łódź, Poland 

marek.orzylowski@gmail.com 

Abstract 

The stochastic model of the disturbances handled by Kalman filters and the 
necessity of accurate identification of the dynamic model of the controlled 
system or process bring about a significant limitation of use of Kalman filters in 
practice. The paper presents filter designed for inertial systems whose models 
and control signals are not well known or are beyond description. The 
assumptions leading to a significant simplification of Kalman algorithm are 
described. On this basis, the algorithm with an experimentally matched 
parameter for the filter properties modification is introduced. An example of 
effective adaptive filtration is presented also. 

Key words: digotal signal processing, adaptive filtration, Kalman filter, inertial 
systems, thermal systems 
 
 

1 Introduction 

Filtration is an important tool in digital signal processing. The adaptive fil-
tration of signals describing the state of the systems and processes in the pres-
ence of noise and measurement inaccuracies has been used for a long time. 
Many algorithms are employed for this purpose (e.g. [1]), including the Kal-
man filter algorithm. Unfortunately, the stochastic model of the disturbances 
handled by Kalman filters and the necessity of accurate identification of dy-
namic model of the controlled system or process bring about a significant 
limitation of use of Kalman filters in practice. The paper presents an attempt 
to get around these limitations by using a modified Kalman filter algorithm 
for adaptive filtration. 

This filter is designed for inertial systems whose models and control sig-
nals are not well known or are beyond description. An example of such a sys-
tem can be a thermal system with accidental batch. Another example is the 
non-explosive combustion of a sample of unknown composition. The filter 
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described in the article has been, among others, applied for the measurement 
of the SO2 and CO2 contents in combustion gases produced in such 
a process [2]. 

2. Kalman filter 

The adaptive properties of Kalman filter [1] are associated with the optim-
al linear quadratic estimation of the system state, based on the knowledge of 
the system model, on the control vector and on the parameters of stochastic 
disturbances of state and also on the measurement of state variables. The algo-
rithm is based on a set of equations describing the dynamics in the state space 
in the presence of disturbances. Its discrete form is 

         
     kwkCxky

kvkukBkAxkx


 1

 (1) 

where A – state matrix, B – input matrix, C – output matrix, x – state vector, y 
– output vector, u – control vector, v – state disturbances vector with the co-
variance matrix Q, and w – measurement disturbance vector with the covari-
ance matrix R. For a better legibility we shall assume later on that the state 
vector is fully observed, which means that C is a unitary  matrix. It does not 
cause any limitation, because on the basis of the full form of the Kalman filter 
description the necessary modifications can be easily made.  

The Kalman filter algorithm of the estimation of state vector value in the 
k-th step, made before the measurement y(k), is based on its estimation in the 
previous step  1|1ˆ  kkx , as described by the equation 

    )1(1|1ˆ1|ˆ  kBukkxAkkx  (2) 

The estimation error is defined as 

     1|ˆ|1~  kkxkxkkx  (3) 

It has the covariance  

     11|11|  kQAkkAPkkP T  (4) 

When the measurement y(k) is completed, the additional information is ob-
tained, on the basis of which the state vector estimator in the k-th step gets the 
form 
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          1|ˆ1|ˆ|ˆ  kkxkykKkkxkkx  (5) 

where K(k) is the Kalman gain matrix, which can be calculated from the equa-
tion 

         11|1|  kRkkPkkPkK  (6) 

The covariance of the state estimation error for k step is related to the covari-
ance (4) as follows 

      1|1|  kkPkKkkP  (7) 

3. The assumptions for adaptive filter 

It was assumed in general that the described adaptive filter is intended for 
systems of inertial type. For many inertial systems in which the adaptive fil-
tration can be used the process can be split into three phases of the filtered 
signal change: rising, stabilization and dropping. A typical example for this is 
the temperature in thermal systems: they are heated up, kept at a constant 
temperature and then cooled down. The presented adaptive filter is particular-
ly destined for such a kind of work. 

Another assumption was that the filtered state vector consists of only one 
state variable and its step-to-step changes are small over the applied mea-
surement repetition period τm, especially in comparison with the full range 
variation that is physically permissible in the system. 

The next assumption for the presented filter is a limited knowledge of the 
system model and its input control signals, which on basis of eq. (2) results in 
an inaccuracy of prediction of the state vector in the consecutive step. Addi-
tionally, in such a case the control signals should be treated as a part of distur-
bance signal. In such a situation the disturbance signal v(k) cannot be de-
scribed as stochastic with normal distribution, as it is assumed in Kalman 
filters. However, for the filter in question, similarly like for a usual Kalman 
filter, the measurement disturbances will be modelled as the stochastic signal 
w(k) of normal distribution and known variance R.  

It was possible to make use of Kalman filter in the described case thanks to 
some simplification of the model of inertial system and the adoption of some 
analogy between the signals influencing the state of the system in both filters. 
In the consequence, the described filter loses the optimality defined for Kal-
man filter. As a result of such a modification the additional weight coeffi-
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cients have been applied to the disturbances. This enables us to experimental-
ly adjust the filter properties to requirements in individual cases. 

As mentioned, the presented adaptive filter has been designed for the sin-
gle variable filtration only. As a result, all matrices and vectors in Kalman 
filter eq. (1), (7) become scalars and all covariance matrices become va-
riances. This much simplifies the applied algorithm. 

To adapt the Kalman filter algorithm to our filtration case the interdepen-
dences that would allow the heuristic equivalence of the process signals fil-
tered in both filters should be determined.  

It was assumed in the proposed solution that the step-to-step changes Δx of 
the state variable are small. Basing on this it can be also assumed that when 
the input signal u(k) and measurement signal y(k) are unknown, the most 
probable value of state vector in the step k is equal to its value filtered in the 
step k-1. The appropriate estimator can be written as 

)1|1(ˆ)1|(ˆ  kkxkkx  (8) 

Substituting equation (8) for (2) is synonymous with setting the system para-
meters as: A=1 and B=0. It had been assumed before that C=1, so the eq. (1) 
can be replaced by  

     
     kwkxky

kvkxkx


 1

 (9) 

It is worth to stress that value A=1 describes the system of integrating cha-
racter, whose pole z=1 (in continues notation s=0). For the time increments Δt 
small enough (a few times measurement period τm ) such a model in many 
cases well enough approximates the dynamics of inertial systems of the time 
lag T>> Δt. 

To interrelate the respective equations of both filters we assume that the 
signal v(k) in the Kalman filter equations, now signed as vn(k), corresponds to 
v(k) in the real system filtered by the presented adaptive filter, upon certain 
conditions. 

The stochastic signal vn(k) can be described by its variance , which for N 
samples can be calculated as  

    
2

1

2

1

1 






k

Nki
n viv

N
k  (10) 

where v  is the expected value, which for e.g. for white noise is equal zero. As 
mentioned, v(k) in the real system shows some time  trends of unknown rate, 
so its parameters cannot by characterized using eq. (10). For this it was as-
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sumed that the criterion of the signals vn(k) and v(k) equivalence is equality 
of averaged square values over the step-to-step increments. 

During Kalman filtration, the measurements of y(k) values and the estima-
tion of state variables values are carried out. In the result, for the determina-
tion of v(k) and vn(k) equivalence we can accept the equality of parameter 
described as   

      
2

1

1|1ˆ
1

1 






k

Nki

iixiy
N

kS  (11) 

Variance Q(k) for vn(k) and u(k)=0 can be easily calculated on the basis of 
S(k) using the Kalman filter equations. Taking into account the assumption of 
equivalence of v(k) and vn(k), the value Q(k) calculated similarly on the basis 
of v(k) can be treated likewise in proposed filter equations. The finally ac-
cepted method of calculation for S(k) and that for the substitute value Q(k) in 
adaptive filter is described in the next part of the paper. 

The last essential assumption for the adaptive filter under consideration is 
the possibility of its properties modification depending on the process needs. 
Among others, it concerns the compromise between the requirement of low 
delays during fast changes of system state and that of the effective noise sig-
nal rejection in the steady state. To achieve this goal the diversification of 
weights assigned to the state and measurement disturbances are allowed. 

3. The adaptive filtration algorithm 

At the beginning let us temporarily assume that signals v(k) and w(k0 are 
white noise, thus they have normal distribution. For the sake of simplified 
form of model (9), the equations of Kalman filter for such a system also un-
dergo simplification. They get the form 

     
   

         
          1|1ˆ1|ˆ

1|11|

1|1

1|1









kkxkKkykKkkx

kQkkPkKkkP

RkQkkP

kQkkP
kK

 
(12) 

The values of y(k) sequence are obtained from measurements. Taking into 
consideration (9) they are equal to 

       kwkvkxky  1  (13) 
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After filtration (12), we obtain the sequence of estimated values of state 
 kkx |ˆ  whose estimation error referred to the previous step is equal 

     1|1ˆ11|1~  kkxkxkkx  (14) 

and whose variance is P(k-1|k-1)  
The sequences of signal v(k) and w(k) are not correlated and have zero 

value expected values, due to the assumption, they are white noise. Any se-
quences of either of them resulting from shifting by arbitrary number of steps 
are not correlated either. Taking into account eq, (12) and eq, (3) the equiva-
lence parameter S(k) described by eq. (11) can be written as  

      

      

     wvxkCovkkPRkQ

iixiwiv
N

iixiy
N

kS

k

Nki

k

Nki

,,~,1|1

1|1~
1

1

1|1ˆ
1

1

1

2

1

2





































 
(15) 

Covariance of error  kkx |~
 referred to signals v(k) and w(k) signed as 

 wvxkCov ,,~,  is for Q<R negligibly small in the total balance of estimation 

errors. Variance Q(k) assuming that  wvxkCov ,,~,  is equal to zero can be 
determined from the equation 

          1|11|1ˆ
1

1
|

1

2 










 



kkPRiixiy
N

kkPRSkQ
k

Nki

 (16) 

However, one should be aware that relationship (16) in some cases can lead to 
overestimation.  

During Kalman filtration (12) recursive calculations are executed, among 
others the calculations of error variance P(k|k).  

To adapt the calculations of the actual value of Q(k) variance to this me-
thod of calculation it is convenient to substitute a modified equation (17) for 
(16) that corrects step by step the value of Q(k). This equation is:  

             1|11ˆ11 2  kkPRkxkykQkQ   (17) 

where α is weighting coefficient of value e.g. 0.25. Eq. (17) has the form of a 
low-pass IIR filter moderating the accidental fluctuations of the calculations 
results. 
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It is worthwhile to take into account the effects of Q(k) estimation with 
reference to R variance. For the described assumptions the Kalman gain K 
applied in eq. (5) has values shown in Figure 1. 

 

Figure 1. Kalman filter gain vs. Q/R ratio 

Accidental fluctuation of Q(k), calculated from eq. (17) on the basis of dis-
turbed measurement values, can lead to even negative values. So it is neces-
sary to limit the lowest value of Q(k)/R to e.g. 1/10000 (K=0.01). According 
to Figure 1 the value of gain K is very small for this ratio. Similarly the upper 
limit e.g. Q(k)/R=100 (K=0.99) is also reasonable. So, we have the  following 
limitation  

  RkQR 1000001.0   (18) 

So far, the model of the system dynamics has been considered in a simpli-
fied form (9). The state disturbances taken into consideration were treated as 
white noise. Additionally, the value of Q(k) derived from eq. (16) can be 
overestimated.  

As a result, some corrections in the application of the presented equations 
should be made in order to obtain effective adaptive filtering in the real sys-
tem. Figure 1 shows that the filter gain K depends on Q/R ratio. Let us add a 
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new weight coefficient β in the equation describing Q(k). Then the modified 
value of state disturbances designated as Qm(k) can be written as 

             1|11ˆ11 2  kkPRkxkykQkQ mm   (19) 

The weight coefficient β can reduce the effects of Q(k) overestimation and 
that of the poor evaluation of the measurement disturbances variance R. If β 
drops down, it reduces the influence of measurement disturbances on the fil-
tered variable in the steady state, but on the other hand, leads to the time de-
lays increase during the periods of fast changes.  

The right value of β should be a trade-off based on experimental evalua-
tion.  

After the modification associated with introducing the coefficient β and 
substituting Qm(k) for Q(k) variance in the Kalman filter, the final equations 
of the presented adaptive filter take the form 

 

     
   

         
          1|1ˆ1|ˆ

1|11|

1|1

1|1









kkxkKkykKkkx

kQkkPkKkkP

RkQkkP

kQkkP
kK

m

m

m

 
(20) 

The operation of the filter described by (18)-(19) is shown in Figure 1 to 3, 
using a test signal that was deterministic by nature, being a combination of 
single steps and exponents. This signal was jammed with a measuring noise of 
variance R. The test signal proper simulates the state changes going on at 
various rates and its character is much different from that of the noise with 
normal distribution, which Kalman filtration concerns.  

Figure 2 shows simultaneously the test signal and the filtration result ob-
tained with a LP filter having large time-constant. It allows for good filtration 
in the quasi-steady state, but brings in considerable delays, particularly in the 
phase of initial rise. Reduction of the filter time-constant much reduces the 
delays, but the filtration becomes practically ineffective in the quasi-steady 
state (Figure 3). Figure 4 demonstrates the operation of the discussed filter. 
We can easily notice that the adaptive filter is free of the above-described 
faults of the filters with an invariable time-constant. The value of β=0.5 in 
equation (12) was assumed for this filter. 

 



Orzyłowski M. 

13 

 

Figure 2. Filtration of LP filter of invariable large time constant 

 

Figure 3. Filtration of LP filter of invariable small time constant 
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Figure 4. Filtration of adaptive LP filter 

4. Conclusions 

The paper presents an adaptive filter based on Kalman filter algorithm. 
This filter doesn’t need accurate information either about the system dynamics 
model or about the control signal on the system input. The filter estimates the 
values of state variable on the basis of the measurement disturbances variance 
and the variations of signal on the system output. As it is shown in Figure 4 
such a filter can be very effective in various phases of the real process. 

The described filter was successfully applied by the author in a number of 
thermal systems for control (eg. [3]) and measurement purposes. 
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THE MODEL OF THE DIGITAL TERRAIN MAP (DTM) 

Andrzej Kaźmierczak 
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Abstract 

The true digital terrain map (DTM) is needed to calculate so-called terrain 
gravity potential. It is one of the fundamental factors in earth geoid shape 
determination. There are many methods of calculation of the gravity potential. 
The gravity integral should cover all Earth area. There is no possibility to 
establish digital terrain map for whole planet. So it must be numerically proved, 
if the gravity integral converges to its extreme value for some limited part of the 
earth area. The model of DTM was established mathematically for testing a 
different way of gravity potential calculation. It contains all features of real 
DTM and has been build up in two steps processing. 

Key words: numerical and functional modeling, gravity terrain potential, 
digital terrain map 

1 Introduction 

A modern information technology is widely implemented in present geo-
desy and cartography. The new measurements technologies like a GPS, laser 
and radar scanning, gravimetry and gravity gradient measurements allows the 
precise earth surface mapping with high accuracy that was earlier unavailable. 
The investigation of an earth figure is impossible by direct measurements and 
usually has been done by some theoretical models. The fundamental model of 
earth figure determination is the Stokes method and the modified Stokes – 
Helmert method [2,9,11,12]. There is no possibility to integrate gravity ano-
maly reduced to see level over an all geoid’s surface, or, like in modified by 
Molodensky the Stokes–Helmert method, over all physical earth surface. The 
integration needs some approximate downward continuation of gravity ano-
maly to see level and surface condensation of the mass over geoid. The results 
are non accurate [15,16,18]. In modified method Stokes integral is made over 
physical earth surface gravity anomaly and the result are quasigeoid and 
height anomaly. The direct and  indirect effect of topography must be derived 
to evaluate quasigeoid height over geoid. The rigorous determination of ter-
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rain mass potential is in work [8] and approximate one in work [9]. The cor-
rect determination of a topographic potential at any point on Earth needs a 
knowledge of  the mass decomposition over all geoid surface. This is actually 
unrealistic, so all calculation has been done by assumption of local constant 
mass density and knowledge of the topographical height mass over geoid. The 
approximate value of a topographic potential we get by integration of point 
mass over all volume topographic mass by some assumption about its density. 
The main problem in this estimation is, how great is an approximate error. 
Moreover, using different Earth models (sphere, ellipsoid, plane), we may 
question, if   simpler or more complex model of geoid is needed 
[13,15,16,17], to obtain acceptable accuracy. The answer rarely is possible by 
theoretical consideration, because of problem complexity. The solution gives 
a numerical calculations. The potential integration over mass needs a great 
base of data from area involving territories of many countries. It’s accessibili-
ty is not always possible, because of  the administrative law of different coun-
tries. It is difficult to estimate, how great area potential integrals must cover, 
theoretically over all Earth surface, to obtain sensible accuracy. The similar 
problems appear by attempts of improving the model of geoid, as a geodetic 
reference frame for calculation of the topographic potential. The calculations 
based on assumption of a constant terrain height are far from real situation [8]. 
To avoid this problems in real testing of different theoretical models,  in this 
work there is proposed some model of digital terrain map (DTM). It may help 
to test some theoretical solutions of geoid determination. The similar option 
we find in work of Kryński J. [9]. 

2 The requirements a Model of the DTM 

The digital terrain model must have all characteristic features of real land. 
It must contain a great topographical features like lowlands, highlands, pla-
teaus, mountains, without lakes or rivers, small depth, sizes and smaller densi-
ty. The theoretical requirements about size of such model are unknown, but it 
seems that area size 2000kmx2000km is sufficient. This mean geographical 
size 15o-20o from south to north and the same from west to east. Besides that 
great size features it is necessary to build from the ground base local small 
topographical structures like hills, abrupt, mountain peaks. The numerical 
calculation of gravity potential on Earth surface with appropriate accuracy 
non averaging local height must be done on grid range of 20-30m, it means 1” 
in geographical latitude and longitude. Only such grid will be adequate on 
terrain with slope inclination great than 20o (100m of distant means 20m or 

more of height difference). It means construction of  at least 
94 10 points 

with defined height and density. It seems reasonable to build at first complete 
DTM, because of time-consuming numerical arithmetic. The basic DTM is to 
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big to put it in one memory set, so we need to divide it into smaller parts and 
build convenient access tools to required fragments. General coordinates of 
each point are two integer numbers and number of adequate part of base 
DTM. It’s easy to transform this coordinates to geographical or geodetical 
longitude and latitude, and consecutively Cartesian or geocentric coordinates 
at any place on the Earth model (sphere, ellipsoid, plane).  

3 The Representations of the Big Topographical Features  

The building of topographical feature is like some kind of  an artistic work 
and means creation of fictitious terrain images with all mentioned earlier big 
elements. Because of its great size first basic map is build on grid sized about 
0.5kmx0.5km (16”x16”). The height on denser grid are going to be calculated 
algorithmically by assumption of constant inclination the planes build on rare 
ground grid. The plane is defined unambiguously by three points of a grid, so 
the base of denser grid must be a triangular net. Its going to be defined fur-
ther.  

Now we define ground requirements of DTM. 
A look at any map of scale 1:1000000 shows presence lowlands, high-

lands, low (8001500m) and high mountains (tops over 2000m). On the large 
scale maps contours are relatively simple, without sharp turns. From lowlands 
grow up highlands, from highlands grow up mountains. The layers arrange-
ment  has multi-pyramid structure. This allows build up similar structure by 
mathematical methods. The Gauss function of two variables  seems to be es-
pecially useful: 

2 2 2
0 0g(x, y) h exp( [(x x ) (y y ) ] / d )      (1) 

It doesn’t has to be normalized for purpose of this work and its values shape 

on xy plane forms regular circular hill with center in 0 0(x , y ) point and height 
equal  h.  Of course this regular shape needs some modifications, like irregu-
lar changes of slope inclination in different directions and distances from the 
top. The another modifications must take account, that geological structures 
have irregular directions against meridians and parallels.  H parameter allows 
to control a maximal height of model’s geological structure. Parameter d con-
trols size of a structure. By assuming that 1/16 of maximal height is a border 
of modeled geological structure we find for this value distance 1.67d. So d 
parameter is good rating of structure size. We use function g defined by (1) to 
establish height at any DTM point.  

For mathematical reason a rectangular grid was chosen as an integer coor-
dinate base size (N+1)x(M+1). For convenience (real distance) every point 
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coordinate were calculated in km as (x,y)=(D*i,D*j); i(1,N+1), j(1,M+1), 
D is size parameter in km (D=0.5km for fundamental map).  

Next step is to randomize the regular gaussian hill. It may be achieved by 

some functional transformation of map area and height’s evaluation  h(x, y)  
as g(x’,y’) at every point of DTM: 

[x ', y '] f ([x, y]);

[x, y] r;    [x ', y '] r '

h(x, y) g(x ', y ');



 


 
(2) 

4 The Randomized Transformation of the Map Coordinates 

A first step of coordinate transformation is rotation around a center point 

0 0(x , y )  and elongation along one of axes. We rotate reference system by 

angle  and multiple one coordinate, for example y’, by k . The result is: 

0 0

0 0

2 2 2

x ' (x x )cos (y y )sin ;

y ' (x x )sin (y y )cos ;

g(x ', y ') h exp( [x ' k y ' ] / d );

    
      

    

(3) 

We obtain the last effect introducing a changeable rotation angle . It may be 
function of azimuth A, where A is angle in polar coordinates with pole 

0 0(x , y ) . The A angle is periodic, so (A)  must be a periodic function: 
(0) (2 )    . In this work the following functions were chosen:  

0

0

0 0

2

0 2

y y
A arctg ;A 0,2

x x

(A) cos A;         (A) sin A;

(A )
(A) cos(A)

 
     

     

 
  



(4) 

Below on Figure 1-4  are shown some effects of transformation (3) and (4) 
for rectangular area. We see contour   graph of  function (2) after transforma-
tion its rectangular domain. 
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Figure 1. elongation k=4, 0=1.5, d=200, =0 cosA 

 

Figure 2. k=0.15, 0=0.95, d=60, =0 sinA 
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Figure 3. k=5, d=80, 0=1, =0 ( (A-)/)2      

 

Figure 4. k=5, d=80, 0=1.1, =0 ( (A-)/)2 sinA     

The above presented shapes are still too regular in comparison to acciden-
tal tectonic forms. The height of the real tectonic forms sometimes grows up, 
sometimes decreases, moreover they have many tops. In polar coordinates 

with pole 0 0(x , y )  g function is decreasing monotonously and only by appro-
priate arguments transformation we may achieve multi-tops effect.  Let 
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2 2v x k y    means a new g function argument. This is distance from a 
center of the “hill”. We use a following function F(v,k) as a distance trans-
forming function: 

2
1 2 1 2

1 2

F(v, k) v {1 exp[ (v v )(v v ) (v v ) / 4

                                    k ln((v v ) / 2)]}

        
  

(5) 

The parameter k means the same elongation constant k as in (3). We see the 
plot of function F(v,k) on Figure 5 below. 

 

Figure 5. Plot of function F(v): layered three  function for k=0 and k=0.2. For com-
parison doted line is a plot of linear function f(v)=v.  

This function allows to create multi-top plateaus and mountains by control 
k values as function of azimuth A. The average arithmetic value of few F(v,k) 
function  allows a precise modeling of  a hilly or mountainous area of  the 
DTM (see Figure 6). 
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Figure 6. The way of modeling the multiple hills area. 

The next step of creating the DTM is controlling a ridge direction and  in-
clination. For our purpose two ridges of any hill are sufficient . We choose 
two random directions (two azimuths A1 and A2) from interval <0,2) and 
two DA1, DA2  from interval < 0, /2 >. The firsts are direction and the 
second broadness of a hill ridges. Because the random number generator is  
determined, action begins with generating a few random numbers. The para-
meter k is multiplied by function of azimuth fg(A), it is simply sum of two 
Gauss function: 

2 2 2 2
1 1 2 2fg(A) b exp( (A A ) / DA ) exp( (A A ) / DA )        (6) 

This function must be periodic and continuous inside <0,2>, to avoid 
fault for azimuth zero: fg(0) = fg(2). The strict formula of function fg(A) is: 

1 1 1

1 1

1

1

fg(A) fg(p(A));

p(A;A ) (A A )[sign(A) sign(A A )] / 2

                        (A A 2 )[sign(A 2 ) sign(A A )] / 2

                       (2 A )[1 sign(A)];                           

 p(A;A ) (


       

         
  

   1 1

1 1

A A )[sign(A A ) sign(A 2 )] / 2

                         (A A 2 )[sign(A) sign(A A )] / 2 ;   

      
        

(7) 

The plot of  periodic Gauss function  inside interval <0,2> shows Figure 7 
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Figure7. The periodic Gauss function  inside interval < 0, 2 >, A1=0.6, DA=0.6. 

The composition of two fg functions controls k parameter in transforma-
tion (5) (see Figure 8 below).  

 

Figure 8. The sum of two periodic  Gauss function inside < 0, 2 >, A1=0.6, 
DA1=0.6, A2=3.9, DA2=0.95, b=3. 
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We calculate height at point (x,y), so we need unambiguously evaluate the 
azimuth A at every point relative polar reference system with the center in a 
top of the hill. Easily to check, that function: 




y
A f (x, y) sign(y) [1 sign( x )] arctg sign( x )

2 x

               sign(y) [1 sign(x)] [1 sign( y )] [1 sign(x)]
2

              [1 sign( x )] [1 sign(y)] ;  

          
 


        

   
 

(8) 

satisfied this conditions.  
The constants v1 and v2 are multiplied by function fg(A) and next f(F(v)) 

is evaluated. Finally to increase impression of naturalness f(v) it is multiplied 
by polynomial of degree 4 of A variable: 

1 2z(A) a c A(A A )(A A )(A 2 ) / (max(z) min(z))         (9) 

where a and c – free constants. 

5 Building a Model of the DTM. 

There is shown action of the above functions in building a model of the 
DTM. In first step it is set a number of  highlands and mountains at area of 
DTM. For our purpose we set four highlands with maximal height range 100-
250m, two middle mountains height range 1200-1600m and one mountains 
with  maximal height 2500-3000m. We set central coordinates of each forma-
tion, its size, elongation, initial rotation angle and v1 and v2 constants. Then 
the grid and scale size D is established, in this work N=4000, M=4000 and D 
=0,5km. So basic DTM covers area 2000x2000 km and contains 16008001 
points with evaluated height. Numerical program sum up heights of all ele-
ments evaluated over all DTM area and saves it in matrix h(x,y). Figure 9 
shows summarized colored contour plot of matrix h(x,y) evaluated for smaller 
grid size 800x600km. 

 



The Model of the ... 

27 

 

Figure 9. Summarized colored contour plot of matrix h(x,y). 

Because of great scale of this map, some of fragments seems to be poor, 
without details. But enlarged left lower and upper right quadrant looks much 
better and shows appreciable diversity (Figure 10 and 11). 

 

Figure 10 Enlarged upper right quadrant of the map from Figure 9 
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Figure 11. Enlarged left lower quadrant of the map from Figure 9. 

The final sparse DTM (grid 0,5x0,5km or 16”x16”) is a sum of four above 
operations with the center coordinates and rotation angle randomly changed 
from 0 to 50% of their initial values. The function (A) has been randomly 
chosen from three options (4) for every step of calculation.  

 

Figure 12. The colored contour plot of basic sparse height’s matrix DTM. Maximal 
height h=2345.95m.  

The layered effect will be seen on Figure 12 above. 
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Figure 13. The contour plot of the basic sparse matrix DTM from Figure12 

Below are shown the meridian profiles of terrain height.  
 

 

Figure14. The meridian profiles of the terrain height of the map from Figure12  

Before operation of building height’s matrix on the denser grid (1”x1” or 
31.25mx31.25m) a local random change of height was introduced. The fol-
lowing algorithm has been used. A generator of random number is too pre-
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dictable, so another algorithm of randomization has been used.  The first five 
elements from two consecutive columns of  pz matrix were calculated as fol-
lows: 

   z(j+1,k)=exp(v(1,j)); 
   z(j+1,k)=z(j+1,k)-int(z(j+1,k)); 
   z(j+1,k+1)=exp(v(2,j)); 
   z(j+1,k+1)=z(j+1,k+1)-int(z(j+1,k+1)); 
where j=1:5 and v(2,5) is random matrix. 
Next all elements of the matrix pz(4000,4000) were calculated accordingly 

to the algorithm: 
    z(j,k)=exp(z(j-5,k+1)); 
    z(j,k)=z(j,k)-int(z(j,k)); 
    z(j,k+1)=exp(z(j-5,k)); 
    z(j,k+1)=z(j,k+1)-int(z(j,k+1)); 
 j=6:4000 step 5 and k=1:4000 step 2. 
All values of this matrix lies inside (0,1) interval. The new local height 

was calculated according to formula: 
h h *[1 (0.5 pz) /100]    
so the height’s changes doesn’t exceed 1% of the initial value. 

6 The Dense Grid and the High Resolution DTM 

The base of the model of DTM is grid of points. As it was pointed out ear-
lier, the DTM doesn’t have to be completely real to main purpose. For this 
reason earth surface may be represented by planes(facets) defined for every 
three points of basic sparse grid. From a rectangular grid we must move to the 
triangle grid. 

Simple dividing of each rectangular by diagonal is ambiguous (see Fig-
ure 15). 
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Figure 15. Two different triangle facets from rectangular grid.  . 

To avoid this problem, we have divided every rectangle into four triangles 
by cross-point of its two diagonal (Figure 16). 

 

 

Figure16. A rectangular dividing into the triangle. 

We fix the height at the cross-point (center of rectangle)  as an arithmetic 
average of heights at rectangle apexes. The terrain surface is built from isos-
celes rectangular triangles (see Figure 17) 
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Figure 17. Part of a triangle grid. Red points belongs to sparse basic grid. Dark and 
bright triangles constitute area surface. 

From practical point of view, the most convenient rising of map density is 
multiplication by 2n, then n controls density growth process. The matrix size 
increase 22n-time. For n=4 it means 256 time greater set to save and propor-
tional  calculating-time growth. It is wise to calculate only one time  the 
whole DTM, save it and use, when needed. 

 

Figure18. Local coordinate system at basic sparse grid; (d,d,h) –Cartesian coordi-
nates, (i,j)- numerical integer coordinates. 

 
Choosing local coordinate system like on Figure18, we set four triangles 

with common apex and four vectors constituting that triangles: 

1 2 3 4n , n , n  and n
   

 with common initial point. A height z=h(x,y) is the third 
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coordinate of each apex point. The coordinates of any point r


 inside closed 
area of each triangle fulfill plane equation:  

0 i jij ij(r r ) N 0;      N n n    
     

                 (10) 

where i jn , n
 

- vectors constituting a triangle with point P(x,y,z), 

0r [0,0, h]


- common points of all triangles. After short calculations we 
obtain required result:  

x y
ij ijxN yN

z h(P) h ;
2d


  

                (11). 
where d=D/2, h is an arithmetic average height at center of rectangle and  
x,y are the coordinates on local grid: 

n
n 1 n 1

n

x k D / 2 ;
     k, l ( 2 ;2 );

y l D / 2 ;
     

       (12) 
The integer coordinates of a points of the dense grid are: 

2
n

2

ix (i 1) 2 k;
     i 1; N ;  j 1, M ;  k 1;2

iy ( j 1) 2 k;

          
      (13) 

The Figure18 below shows colored contour plot of a small part of the 
dense high resolution DTM.  
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Figure19. High resolution 16-time enlarged signed fragment of the map from Fig-
ure12. 

 

7 Summary 

The model of digital terrain map was established. The destination of this 
model is testing some theoretical problems of earth potential  and geoid de-
termination. Starting from low resolution grid (0.5x0.5km or 16”x16”) the 
model containing all features of real terrain was build up mathematically. The 
high resolution (1”x1”) grid for testing the theoretical models of geoid deter-
mination is needed. The earth surface may be represented acceptably by trian-
gular facets 250x500m and heights estimated at that planes. We have achieved 
high resolution of DTM (31x31m or 1”x1”), sufficient for numerical integra-
tion of terrain geophysical potential . The DTM features simulates natural real 
mass composition over earth geoid. The size of DTM is sufficient for numeri-
cal calculations of  potential integrals over big areas, noted by some authors 
[8,9,16,17]. The model of DTM is going to be useful for testing accuracy of 
the methods applied by some authors to geoid determination, especially to 
determine the ellipsoidal correction of terrain potential [3,4,5,6,7,10,14]. The 
functional dependence of an  ellipsoidal correction from geodetic coordinates 
may be established too.  
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Abstract 

The paper contains comparing calculations of the stress fields in an elastic plate 
with notch along the arc of a circle, ellipse or parabola obtained by analytic- 
numerical method based on complex Kolosov-Mushelishvili potentials and by 
numerical variation-difference method. These fields differ by no more than 2%, 
which, in particular, indicates the reliability of such numerical implementation.  

Key words: semi-plane, plate, notch, variation-difference method, stress field 

1 Introduction 

Investigation of the stress-strain state of the plate structural elements 
weakened by notch, [2] is a necessary step in the calculation of their strength 
and reliability. Since these structural elements have finite dimensions or cur-
vilinear boundary, the possibility of the application of analytical methods for 
solving the corresponding boundary value problems [4] is significantly lim-
ited, and in most cases impossible. 

In this paper, we provide comparison of the obtained solutions of plane 
elasticity problems on uniaxial loading of a plate structural element with 
notch of an arbitrary smooth contour by analytic-numerical method using the 
complex Kolosov-Mushelishvili potentials [7] and numerical method using 
the variation-difference method [6]. 
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2 Analytic-numerical method for solving the problem 

Let us find the stress state of a plate of the thickness h , which is simulated 
by the half-plane, on the surface of which a notch is made of an arbitrary 
smooth contour [7]. We assume that the half-plane extends to infinity by nor-
mal stress of value P  (Figure 1), and the boundary of the half-plane with 
notch is free from stresses. 

Choose a Cartesian coordinate system Oxy , directing the axis Ox  along 
the straight edge, and the vertical axis  upward. The curve traced by the notch 
is denoted by L , the straight line portion of the boundary of  the half-plane 
by L . The lower half-plane of the plane xOy  is denoted by	ܵି, the upper one 

by ܵା. 

 

Figure 1. Plate element with notch under uniaxial loading  

According to the formulation of the problem we have the following 
boundary conditions: 

Lxxyyy  ,0,0  ; LtTN  ,0 , 

where N  and T  are the normal and tangential components of the vector of 
stresses on L  respectively. 

To solve the problem, we introduce the complex Kolosov-Mushelishvili 
potentials )(z  and )(z  [2] and present them in the form 

2
)()()(,

4
)()()( 2121

p
zzz

p
zzz  . 

 

Here )(2 z  and )(2 z  are complex potentials which are holomorphic in 
the lower half-plane and must ensure that the zero boundary conditions on the 
axis 0y , are fulfilled, and corrective complex potentials )(1 z  and )(1 z  
are responsible for the implementation of the boundary conditions on the sur-
face of the notch. 
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Analytically extending the function )(2 z  from the region	ܵି over the re-

gion ܵା and solving the corresponding problem of linear conjugation, we 
obtain a singular integral equation [7], which we solve numerically using the 
method of mechanical quadratures [5]. 

3 Variation-difference method for solving the problem 

We consider the plane problem of elasticity theory in a finite region V  
with curved boundary   (see Figure 1), which simulates the stress-strain state 
in a plate with notch of an arbitrary smooth contour. From the mathematical 
point of view it consists in solving equations of equilibrium in a plate [1] 

  0
,, 
jlkijkluC , (1) 

using mixed boundary conditions on the surface   

ijlkijkl PnuC , . (2) 

Here ijklC  are the components of the elastic modulus tensor; jii nPu ,,  are 

the components of the displacement vector, surface forces, and the external 
normal to the surface   respectively; jiji xuu , . We assume the summa-

tion from one to two by the same indices that occur twice in one expression. 
For numerical solution of problem (1) - (2) it is convenient to use its varia-

tion formulation [3], which is to minimize the Lagrangian  




 duPdVWL ii
V

, (3) 

where lkjiijkl uuCW ,,2

1
  is the energy density of elastic deformation.  

We write the Lagrangian (3) in the canonical field 0V , which can be a rec-
tangle or a region composed of rectangles. For this purpose we use a discrete 
bijection mapping of the grid in a curvilinear region V  to a uniform rectangu-
lar grid 21 NN   of the region 0V  (Figure 2) 

)2,1(),( 21  ixx ii  , (4) 
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Then )det( j
iAJ  , m

j
m
iij AAg  , where j

i
j

i xA   is the Jacobi matrix 

of this mapping. Using (4) we write the energy density of the deformation W  

in the coordinates 


 

    nkmi
imkn

nkmi
n
l

m
j

ijkl
lkji

ijkl uuDuuBBCuuCW 


2

1

2

1

2

1
,,   

 

where n
l

m
j

ijklimkn
j

mm
j

m
imi BBCDxBuu  ,,  . 

 

Figure 2. Mapping of a grid in the curvilinear region ܸ onto the uniform rectangular 
grid in the region ܸ 

Thus, the Lagrangian in the rectangle ܸ0 will look like: 

   


duPqdvuuJDL iinkmi
V

imkn

00

0 2

1 


, (5) 

where 










}.,0{,

},,0{,
)(

1
1

22

2
2

11

lg

lg
q







 

Replacing in (5) all continual function by grid ones, integrals by finite 
sums, and derivatives by difference derivatives, we obtain the difference ana-
logue of  the Lagrangian hL0  using the discrete analogue of mapping  (4), 
which should not be given analytically, in particular, to be conformal. It is 
sufficient to have one correspondence between nodes in the curvilinear ܸ1 and 
model ܸ0 regions. To determine the stationary point ܮ we obtain a system of 
linear algebraic equations 

2,1,,,...,2,1,0),( 21   NiiivL hh . (6) 

This approach leads to the impossibility of the use of direct methods for 
solving the system (6) due to the accumulation of errors of rounding. How-
ever, it was done with a combined iterative process that implements the 
scheme of the gradient method and the method with Chebyshev set of iterative 
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parameters [8]. The complexity of its practical implementation is selection of 
iterative parameters. 

The described variation-difference method in domains with curved boun-
dary is implemented as a software on FORTRAN. 

4 Results 

For example, the calculations of the components of the stress tensor on the 
notch and near it done, if its boundary is an arc of the circle, ellipse or parab-
ola. 

In Figure 3 and Figure 4 there are shown the graphs of dimensionless 
stresses PP xxxx    00 ,  and Pyyyy  0  for the notches along the 

arc of the circle. Here in after, l2  is  the width of the notch (along the axis  
Ox );   is the depth of the notch (along the axis Oy ); la   is a dimen-

sionless parameter relative absorption; 0
  are dimensionless circumferential 

stresses on the notch, 00 , yyxx   are dimensionless normal stresses on a seg-

ment 00  lxx , ]1,5[0  yy  (along the axis Oy  below the groove). 
The hatched lines represent stress obtained by the analytic-numerical method, 
and the solid lines by variation-difference method. 

 

Figure 3. Stress ߪఏఏ
  on the notch in an arc of the circle for ݈ ൌ 1at  

different values of ߜ  

In Figure 3, the curves 1 are constructed for 1 , curves 2 for 75,0 curves 

3 for 5,0 . As seen from this figure, the stress 0
  (actually the coefficient 

of stress concentration) in the top of the notch ( 0 ) achieves its greatest 
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value in the case of notch along the semicircle (curve 1). And it is only 
slightly higher than typical for the Kirsch problem value 3. 

Here in after, the accuracy of the results is of four significant digits (the er-
ror of about 0,1%). Monitoring convergence and accuracy of analytic-
numerical and numerical solution is conducted by comparing the studied vari-
ables on the grids with single and double number of nodes.  

 

Figure 4. Stresses ߪ௫௫  and ߪ௬௬  on extension of the axis of symmetry of the notch 
along the arc of a circle 1=ߜ for various values of ݈. 

In Figure 4, the curves 1 are constructed for 1l , curves 2 for 5,1l , 

curves 3 for 2l . As shown in Figure 4, the normal stress 0
xx  much lower of 

the notch ( 5y ) is almost equal P , and at the top of the notch it is obvious 

that 00
 xx . 

Figure 5 and Figure 6 show the relevant graphs of stresses 00 , xx  and 
0
yy  for the notches along the arc of the ellipse. 
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Figure 5. Stresses ߪఛఛ on the notch along the arc of the ellipse for ݈ ൌ 1  

and various values of 	ߜ. 

In Figure 5, the curves 1 are constructed for 5,0 , curves 2 for 75,0 , 
curves 3 for 1 , curves 4 for 5,1 . 

 

Figure 6. Stresses ߪ௫௫  and ߪ௬௬  on the extension of the symmetry axis of the notch 

along the arc of the ellipse for 1  and various values of l  

In Figure 6, the curves 1 are constructed for 5,0l , curves 2 for 1l , 
curves 3 for 25,1l , curves 4 for 2l . 

Figure 7 and Figure 8 show the relevant graphs of stresses 00 , xx  and 
0
yy  for the notches along the arc of the parabola. 



Kuz I. S., Kuz O. N. 

44 

 
Figure 7. Stresses 0

  on the notch along the arc of the parabola for 1l  and 

various values of   
 

In Figure 7, the curves 1 are constructed for 5,0 , curves 2 for 1 , 
curves 3 for 2 . 

 
Figure 8. Stresses 0

xx  and 0
yy  on the extension of the symmetry axis of the 

notch along the arc of the parabola for ߜ ൌ 1  and various values of ݈ 
 

In Figure 8, the curves 1 are constructed for 5,0l , curves 2 for 1l , 
curves 3 for 2l . 

Figure 9 shows the change of the stresses 0
  for the three types of 

notches of the same depth (arcs of circles, parabolas and ellipses that pass 
through three fixed points), which enables us to identify the influence of notch 
shape on the stress state of the plate. 
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Figure 9. Stresses 0
  on the surface of the notches of the same depth along the arc 

of the circle, parabola, and ellipse for r ݈ ൌ 1, ߜ ൌ 1,5.  

In Figure 9, curve 1 concerns the circle, curve 2 the parabola, and curve 3 
the ellipse.  

 

5 Conclusions 

As is shown in Figures 5-8, the given stresses at the top of the notch along 
the arc of an ellipse or a parabola significantly increase with increasing of the 
relative depth of the notch (while increasing its depth or decreasing width). As 
is shown in Figure 9, sharpness of the obviously also enlarges the level of 
stress. 

As is shown in Figures 3-9, the stress fields obtained by analytic-numerical 
and variation-difference methods differ by no more than 2%. This discrepancy 
can be explained by the fact that the analytical solution domain is unbounded, 
while the numerical calculation was carried out, obviously, for a finite field. 

Thus, the developed method of numerical determination of stress and their 
concentrations agrees at solving plane elasticity problems in plates with notch. 
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Abstract 

Mobile phone may become the protagonist of the new electronic technology. If 
we compare it with that of other technologies, the infiltration rate of mobile 
phones in the world is extremely high, both in cities than rural communities of 
the most of the countries.  According to estimates made  by the International 
Telecommunication Union the access to mobile networks is growing much 
faster than the access to Internet. This emergence has led many companies to 
allow new activities which were previously running strictly over the Internet to 
run over the mobile network such as the electronic payment. These 
circumstances make the security of mobile communication a priority to 
preserve the authentication, confidentiality and integrity of data sent between 
subscribers and mobile network. In this paper, we propose a dynamic key 
generation for the A5 GSM encryption algorithm to enforce the security and 
protect the transferred data. Our algorithm can be implemented over any GSM 
generation GSM/3G/4G. 

Key words: mobile communication, encryption, GSM, A5 algorithm  

1 Introduction 

The use of mobile phones became vital in our everyday life. Most of the 
mobile phones are running through GSM (Global System for Mobile Com-
munication). The security of the GSM is based on three main algorithms [1], 
[9]. A3 is an authentication algorithm, A8 is a key generation algorithm, these 
two algorithms are based on a hash function that takes as input a 128-bit key 
Ki stored in SIM card and at the network side and a random number ‘RAND’ 
of 128-bit to generate a 32-bit RESponse that will either verify the identity of 
the subscriber or deny it. These same inputs are given to A8 to generate a key 
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of 64 bits that will be used to encrypt all the messages using an A5 algorithm. 
There are several versions of A5: A5/1, A5/2 and A5/3. The one implemented 
in the second generation and providing an acceptable level of security is A5/1. 

Although there are several cryptographic algorithms used to provide secu-
rity in GSM, this system is not completely secure since both A3/A8 algorithm 
and the A5/1 [10], A5/2 [14]  and A5/3 [12] algorithms were broken, and the 
key used in ciphering was revealed sometimes in few seconds. 

Trying to avoid attacks against different A5 versions we propose the dy-
namic generation for temporary keys that can be changed for multiple times 
during one communication instance. The dynamic key generation will replace 
the static single shared key originally stored on SIM card. Our method will 
require changing the architecture of SIM cards which can be a lack for its 
application as many users are running old cards and it is unreasoned to ask 
them to simply change their cards. To treat this lack we propose an algorithm 
that supports our extended SIM card architecture as well as the existing one.  

2 Background 

Works are done for making the authentication mutual from both the net-
work and the mobile subscriber (MS) in such a way to avoid these attacks and 
many others [10-12].  

The authors in [2] used the public key encryption to introduce a new mu-
tual authentication method between the MS and the Visitor Resource Locator 
(VLR): Proxy signature. 

In this method, the Home Resource Locator (HLR) will delegate the Mo-
bile Station (MS, subscriber) the power to sign the nonce (random number) 
generated by the VLR and the VLR can verify the signature based on the HLR 
public key knowing that the MS is the one who signed. This model provides 
user privacy and non-repudiation features. Key management is easy since 
only one key (Public key of HLR) must be managed. 

Authentication phase is divided into two parts: on-line authentication and 
off-line authentication. In the on-line authentication phase, the process re-
quires that VLR must connect to HLR whenever MS demands authentication. 
However, without connecting to HLR to save authentication time and provide 
fault tolerance, off-line authentication is performed by VLR locally according 
to the parameters obtained from HLR in advance. Note that the first authenti-
cation request must be performed online and the subsequent authentication 
requests can be continually performed off-line. 

A new protocol published by the IETF, “Extensible Authentication Proto-
col” or EAP-SIM, here knowing the weakness of the key used in encryption 
(64-bit Kc), they tried to make use of the 5 triplets allowed for the GSM net-
work to send (RAND, SRES, Kc) to generate several RAND  numbers and 
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therefore produce more than one session key. All these keys will be then 
combined in one master key that is stronger which will be then used as input 
to the encryption algorithm [3]. 

As per [4], their proposed security system provides an authenticated ses-
sion key distribution protocol between the authentication center AuC and the 
mobile station MS for every call attempt made by a MS. At the end of an au-
thenticated session key distribution protocol the identities are mutually veri-
fied between the AUC of a Public Land Mobile Network PLMN and the Sub-
scriber Identity Module SIM of a MS as well as the session key for call en-
cryption is distributed to the MS. 

A self-concealing mechanism is introduced in [5], the purpose here is to 
reduce the entries of the GSM databases (VLR and HLR) by discarding the 
bulky database and create valuable improvements for portable communication 
systems. In this approach, the shared secret is concealed by the authentication 
server and only the authentication server has the private key to open the 
shared secret.  

The new concept initiates several positive changes. First, the sensitive and 
large database can be discarded. Consequently, this prevents hacker attacks to 
the database and reduces maintenance demand for the server. 

A warrant is used to guarantee the user’s access rights; an issue is not ad-
dressed in the conventional challenge-response scheme. 

When it comes to our protocol, we profited from new variables that al-
ready exist in the GSM and used but not in the security algorithms such as 
TMSI, LAC and a new random number.  

3 Dynamic key generation 

Note that, any change arising in the algorithms currently implemented on 
the SIM card requires the generation of new SIM cards for all users and that 
could be inconvenient for many of them. That’s why the protocol we are pro-
posing will support two versions of SIM cards, the old one that is currently 
used and therefore, the subscribers that don’t want to change their SIMs will 
keep benefiting from the security features already provided by the GSM while 
the holders of the new generated SIMs will profit from better security de-
scribed in the following sections. 

3.1 Key generation process 

GSM network sends a 128-bit RAND number to the MS, they both apply 
the A3 (authentication algorithm) that will accept this RAND and a 128-bit 
key Ki stored in the SIM and known to the GSM as input to generate a 32-bit 
RESponse number. The MS sends this RES to the GSM network that will 
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compare it to the response number it generated, if they match, the user is au-
thenticated and they can now apply the A8 algorithm that takes Ki and RAND 
as input and generates the 64-bit key Kc that will be used in the ciphering 
algorithm A5. 

Now that the Kc is generated, new core elements take part in the new pro-
tocol: 32-bit TMSI, 64-bit IMSI, 16-bit LAC and a new number NEWRAND 
that is randomly generated by the GSM. 

A GSM conversation is sent as a sequence of frames every 4.6 millisecond 
[6] and therefore we chose to generate the NEWRAND every 10 x 4.6 ms that 
means every 46 milliseconds.  

Once this new random number is generated, the timestamp 
(dd/mm/hh/mm/ss) will be divided by the NEWRAND.  

This time variable has a 24-hour format to avoid having the same time-
stamp twice a day. A random interval was chosen to decide whether or not to 
use this NEWRAND. If the division result was within the interval then the 
NEWRAND is sent for use by both the MS and the GSM otherwise, the old 
value of NEWRAND is used. This interval can be left for the operator to de-
cide its boundaries for better security and to avoid having any pattern. But in 
our simulation the range of values was chosen to be within [20790, 977890].  

Once the NEWRAND is generated and sent, the main function called: 
KeyGen() will use it with other parameters to generate an enhanced security 
key. 

 

Figure 1. IMSI blocks 

The main function KeyGen() takes seven parameters: TMSI, LAC, IMSI, 
NEWRAND, Kc, version, NewKeyGenerated. 
 TMSI is the 32-bit or 8 digits value that is changing on VLR change or if 

the interval of time set for it expires. 
 16-bit LAC or 4 digits, location area code that will be updated at each lo-

cation change. A Location Update Procedure is triggered. 
 IMSI is 15 digits number (64-bits); it is the main identifier for the MS. In 

our protocol we will divide it (logically) into 4 blocks and based on the 
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The IMSI is divided into 4 blocks of 16 bits. Also based on this NE-
WRAND we will decide which block to use. The remainder of NEWRAND 
divided by 4 will determine the number of the block. If NEWRAND modulo 4 
gave 2 as remainder, the block of index 2 of IMSI is chosen which means the 
IMSI[4] and IMSI[5] are used. 

A new array of 4 bytes is introduced, which is the combination of the LAC 
array and the two chosen cells of the IMSI. This 32-bit array is XORed bit by 
bit with the rearranged TMSI array. 

Since NEWRAND is even, the New Output will be swapped with block 1 
of Kc and therefore the new key generated consists of the block 0 of Kc con-
catenated with the new output (32-bits) as described in Figure 3. 

This whole process is repeated: 
 Every 46 milliseconds  
 Whenever the TMSI value is updated 
 Once a Location Update Procedure is taking place 

So we have multiple keys that will be generated every while. Each time a 
new key is generated, the A5 will call its main function using the newly gen-
erated key as input.  

3.2 New algorithm for supporting existent SIM cards  

Now that the multiple keys generation is solved, we still have to make the 
new protocol compatible with both versions of SIMs. This must be taken into 
consideration from the GSM network view given that it would be the one 
responsible of generating the NEWRAND and sending it to the MS. Since the 
implementation of the global function grouping all three algorithms (A3, A8, 
A5) is not made clear by GSM community, the following is a theory of how 
the protocol should be put into practice 
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Figure 3. New Key generation 

We assume that the major function that combine all the elements is a func-
tion called F() having several parameters (key, TMSI, LAC, IMSI). So if the 
values of the last three parameters are not sent then we know that we are using 
the old version of SIM cards and therefore the usual protocols will be fol-
lowed. If these values are sent as parameter arguments then we are using a 
new version of SIM cards and therefore the KeyGen() function early de-
scribed will be applied. 

The below pseudo code explains the idea and how default value of null 
will be assigned to non sent parameters in order to be compatible with the 
current SIMs: 

F(char Key,char TMSI=Null,char LAC=Null,char IM-
SI=Null) 

{ If no values are set for TMSI, LAC and IMSI 

 Use the old protocol and algorithms  

 e.g. call g (key) 

 Else 
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Use A3/A8 and then call the new function KeyGen 

e.g. call h (Key, TMSI, LAC, IMSI) 

} 

3.3 New SIM card architecture 

Further to the functions that are newly embedded in the system, we need to 
take into consideration the elements that were added and were not available in 
the previous version. The NEWRAND for example is used in our new proto-
col and therefore we need to store it in the SIM. For this purpose, the new 
SIMs will hold a new register for the NEWRAND value; each new value will 
override the previous one. 

The LAI value is updated using a BCCH (broadcast control channel) with 
ongoing conversation, for this reason we will be using this same channel to 
send the NEWRAND whenever it is generated and the decision was to send it. 

The function that is responsible of the NEWRAND generation and sending 
will be implemented on the network side only, while the function executed for 
the key generation should be available on both SIM and network. 

4 Implementation 

A version of our algorithm is implemented using the C language. The si-
mulation has been done on a PC having the following specifications: 

Intel Core i3 CPU, 2.40 GHz - 3 GB of DDR2 RAM - Windows 7 32-bit 
OS - 500 GB Hard Disk 

Note that the capacity of the used machine is not important as the algo-
rithm uses trivial system resources such that:  only 30 bytes of RAM in addi-
tion to which is used by the A5/1 algorithm, 2 bytes of physical memory (reg-
ister to store the random number on the SIM card side) and about 0.001ms of 
CPU time to generate a new key. Even though, a new implementation of this 
prototype is currently prepared to run on mobile phones using Android OS. 

A simplified simulation of an ongoing call running during less than 0.5 
second gives the following observations: 
 Eight new keys have been generated during this short and the same key has 

been sent twice during two different sent sessions. 
  The same timestamp has been assigned for all these tasks as they are done 

during less than one second (the necessary time to get a new timestamp). 
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5 Discussion 

Using a single key during a whole mobile communication or even for a 
long period of time made it easy for cryptanalyzers to reveal the key and get 
all the information shared between the MS and the network. Whereas in our 
protocol we have more than one key that is being used within the same con-
versation and its way of generation is not patterned. The location update de-
pends on whether the user is moving or not, the TMSI change depends also on 
the network implementation in addition the random number periodically gen-
erated is not always used so an eavesdropper might have to wait a long period 
of time to get the random used. 

The timestamp varies every second, and its XOR Result with the NE-
WRAND cannot be detected since it is done on the network side. Also the 
range in which this result is tested can be set by the operators making it trick-
ier for attackers. The generation of the number is done randomly so guessing 
this number is practically very difficult to achieve. 

As known, weakness in GSM was that algorithms were never published, 
and therefore their security level was not evaluated. Even if our protocol is 
published, the key element that is changing is the NEWRAND number. So an 
attacker has to detect the key that was originally generated and then to track 
every random number that is being sent irregularly. In case he misses one of 
the random numbers, he won’t be able to decrypt the message. 

The NEWRAND number is generated every 46 ms but the time execution 
of the algorithms is still the same because they are not modified. So in case 
we decided to generate this random less frequently (make time more than 46 
ms), catching it becomes harder while generating this number in less than 
46ms will make it simpler. 

This new feature we offer is not mandatory; we are not forcing the users to 
change their SIM cards. They can keep the old ones and benefit from the same 
security features already offered by GSM. For those who are seeking a better 
level of security will choose the new version of SIM cards which can also be 
offered by default for new subscribers. 

6 Conclusion 

The GSM community pretends that its used algorithms are safe and secure. 
By contrast, many successful attacks have been done on each of these algo-
rithms and this is due in the first place to the fact that the implementation of 
these algorithms were kept secret and they were reversed engineered.  

Several attempts were made to enhance security algorithms and several 
propositions were made for both authentication and encryption algorithms. 



Zalaket J., Challita K.  

56 

We, in our turn, have proposed a new protocol for generating multiple 
keys in the same conversation, so each stream might be encrypted using a 
different session key than the previous one. The strength of our protocol lies 
in the fact that we depend on several variables that are very hard to be de-
tected or guessed by an eavesdropper, the encrypted TMSI, the LAC changing 
at each location change and a random generated by the network but that is not 
constantly sent to avoid any pattern. Also the new protocol supports two ver-
sions of SIM cards. The subscribers holding the old versions will profit from 
the usual security features while those using the new version will benefit from 
a higher level of security. 

We have simulated these functions on a normal PC using the C program-
ming language, the same used in the other algorithms implementation. 

Our strategy was not to hide the proposed algorithm from cryptanalyzers, 
but rather to use a combination of dynamic parameters that render the task of 
attackers semi-impossible. (e.g. the technique of public key or asymmetric 
key cryptography)  

The A5/1 and A5/2 algorithms were breached, and the key (Kc) used in ci-
phering was revealed. To defend, GSM engineers implemented a 3rd genera-
tion system, but also kept secret. They claim enhancing the security authenti-
cation with their new Authentication and Key Agreement protocol (AKA) 
also with the new block cipher algorithm A5/3 [8] based on KASUMI which 
has been also attacked [12], [13]. 

References 

1. Brakan E., Biham E. and Keller N., 2003, Instant Ciphertext-only cryptanalysis 
of GSM encrypted communication, CRYPTO 2003: 600-616 

2. Haverinen H., Nokia Ed. and Salowey J., Ed. Cisco Systems, 2006, RFC 4186 
“Extensible Authentication Protocol Method for Global System for Mobile 
Communications (GSM) Subscriber Identity Modules (EAP-SIM)”, IETF 

3. Duraiappan C., Zheng Y., Enhancing Security in GSM, University of Wollon-
gong 

4. Wei-Bin Lee and Chang-Kuo Yeh, 2008, A Self-Concealing Mechanism for 
Authentication of Portable Communication Systems, International Journal of 
Network Security, Vol.6, No.3, PP.285–290  

5. Antipolis S., 2003, Identity protection using P-TMSI for GPP/WLAN interwork-
ing, 3GPP,TSG,SA  WG3 Security – S3#26 

6. Biryukov A., Shamir A., Wagner D., 1999, Real Time Cryptanalysis of A5/1 on 
a PC 

7. http://www.gsm-security.net/papers/a51.shtml 

8. GSM 2000 Joint GSMA TSG SA WG3 Working party, Requirements Specifica-
tion for the GSM A5/3 Encryption Algorithm, version 0.5 



Dynamic Key Generation During ... 

57 

9. Barkan E., Biham E., Keller N., 2008, Instant Ciphertext-Only Cryptanalysis of 
GSM Encrypted Communication, J. Cryptology 21(3): 392-429 

10. Barkan E., Biham E., 2002, Conditional Estimators: An Effective Attack on 
A5/1. Selected Areas in Cryptography: 1-19 

11. Ekdahl P., Johansson T., 2003, Another attack on A5/1. IEEE Transactions on 
Information Theory 49(1): 284-289 

12. Dunkelman O., Keller N., Shamir A., 2010, A Practical-Time Attack on the A5/3 
Cryptosystem Used in Third Generation GSM Telephony. IACR Cryptology 
ePrint Archive 2010 

13. Dunkelman O., Keller N., Shamir A., 2010, A Practical-Time Related-Key At-
tack on the KASUMI Cryptosystem Used in GSM and 3G Telephony. CRYPTO 
2010: 393-410 

14. Paglieri N., Benjamin O., 2011, Implementation and performance analysis of 
Barkan, Biham and Keller's attack on A5/2, Ensimag- Grenoble Institute of 
Technology - INP 

 
  



 

58 

  



 

59 

DOCUMENTS PROCESSING IN THE REQUIREMENTS 

MANAGEMENT SYSTEM 

Tomasz Wydra1, Konrad Grzanek2 

1Academy of Management, Łódź, Poland 
tomasz.wydra@hotmail.com 

 
2 IT Institute, Academy of Management, Łódź, Poland 

kgrzanek@spoleczna.pl, kongra@gmail.com  

Abstract 

Requirements analysis is a highly critical step in software life-cycle. Our 
solution to the problem of managing requirements is an embedded domain-
specific language with Clojure playing the role of the host language. The 
requirements are placed directly in the source code, but there is an impedance 
mismatch between the compilation units and electronic documents, that are the 
major carriers of requirements information. This paper presents a coverage for 
this problem. 
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1 Source-code Oriented Requirements Management 

According to surveys (like [1]) on software quality, software development 
is still more art than science. Researches point out poor requirements man-
agement as one of the most important factors when discussing the possible 
reasons. Requirements analysis is a highly critical step in software life-cycle 
[2], [3]. The proper and effective requirements management saves the overall 
project costs due to the following reasons: 
 Requirement errors typically cost well over 10 times more to repair than 

other errors. 
 Requirement errors typically comprise over 40% of all errors in a software 

project.  
 Small reductions in the number of requirement errors pay big dividends in 

avoided rework costs and schedule delays.  
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Moreover, the requirement managements errors are the most common er-
rors in software projects.  

Our previous work [3] describes a requirements management system for 
the Clojure programming language [4]. The system allows a programmer to 
put the requirements directly into the source code and to manage them using 
standard compilation techniques as well as doing it interactively using Lisp 
REPL (Read-Eval-Print Loop). Our unique approach is inspired by a homo-
iconicity of the languages from the Lisp family of programming languages (as 
stated in [3]). Our solution is an embedded domain-specific language with 
Clojure playing the role of the host language. This DSL wins the following for 
the analysts, designers and programmers (after [3]): 
 Editing source code is a primary activity every programmer undertakes on 

every work-day. Putting the act of reading/writing the requirements into 
source code increases the comfort of this – sometimes boring – activity. 

 It also affects the designers and other people not involved directly in the 
implementation phase, because it opens an effective channel of communi-
cation between – for instance – a system analyst and a coder; the analyst 
writes a requirement directly in a compilation unit, the programmer reads 
it and perform further steps to gain the required functionality. 

 The presence of requirements in compilation units allows to interweave 
them (their definitions formally speaking) with source code snippets being 
their direct implementations or implementation parts. This point is espe-
cially important because an act of locating requirements in pure (not in-
strumented with requirements or requirement-related tags) source code is a 
tedious and hard to solve problem. Further works on this can be found in 
[5, 6]. 

 A compilation unit keeping some requirements may be tracked and ma-
naged by a source management and revision control system, such as Git 
[7]. An immediate consequence is the ability to manage the requirements 
versions, because a requirement change is a change in the compilation unit. 
All version control system’s goodies, including the possible encryption 
and the overall robustness of a distributed versioning system are there to 
be used. 

2 The Requirements and Implementations Abstraction 

The model of the requirements management system presented here con-
sists of two major types of data called REQ-infos and IMPL-infos. Objects of 
those types are essentially maps with the properties as specified in the follow-
ing tables: 
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Table 1. REQ-info properties 

:label A label of the requirement.  

:doc A documentation part of the requirement describing 
some feature or presenting some fact.  

:file A name of the compilation unit (source file) in which 
the requirement was defined.  

:ns A Clojure name-space in which the requirement was de-
fined.  

:line The line number in :file in which the requirement was 
defined.  

:score A search score. The property is present only in the re-
quirement records retrieved via querying.  

Table 2. IMPL-info properties 

:label A label of the requirement for which the implementation 
was defined.  

:file A name of the compilation unit (source file) in which 
the implementation was defined.  

:ns A Clojure name-space in which the implementation was 
defined.  

:line The line number in :file in which the implementation 
was defined.  

:score A search score. The property is present only in the  
implementation records retrieved via querying1.  

 
REQ-info objects (REQ-infos) represent requirements and the IMPL-

infos – the implementations. Mutual relations between the objects of both 
kinds form a graph. The graph may undergo further processing and searching 
to build a more comprehensive overview of what has to be implemented and 
what has already been achieved, especially when the number of requirements 
reaches thousands (not even mentioning number of IMPL-infos in such case). 

                                                      
1 Indexing and querying the REQ-infos and IMPL-infos is performed using the Lucene text 

search engine. More on this can be found in [3]. 
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The relations between REQ-infos and IMPL-infos are textual and – at least 
by now – cannot be created fully automatically. The most important notion is 
a label, a textual identifier representing the REQ-info. 

3  Labels and References 

To define a REQ-info inside a source file one has to use a (defr …) form 
that comes with the library. It's list of arguments comes as follows: 
 
[doc & {:keys [labels refs do]  
        :or   {labels [] refs [] do []}  
        :as   options}] 

 
The doc argument is the textual content of a requirement, a documentation 

part most of the time.  do is a collection of actions to perform on the compile-
time, when processing the defr macro instance, with the (probably) most im-
portant persist action. An example use can be seen below2: 

 
(REQ3/defr 
  "4.1 The Kinds of Types and Values 
 
  There are two kinds of types in the Java programming language: 
  primitive types (§4.2) and reference types (§4.3). There are, 
  correspondingly, two kinds of data values that can be stored 
  in variables, passed as arguments, returned by methods, and 
 operated on: primitive values (§4.2) and reference values 
 (§4.3). 
 
     Type: 
             PrimitiveType 
             ReferenceType" 
 
  :do [REQ/persist]) 
 

The example above is a requirement that describes a tiny part of Java type-
system coming from The Java Language Specification, Third Edition [8]. In 
this case a label is automatically generated for a REQ-info, but in general a 
programmer or a system engineer is allowed to pass a vector of custom labels. 
This has the following desirable consequences: 
 A label is an identity of a requirement. 

                                                      
2 The REQ library was a subject of substantial changes since it's version described in [3]. This 

is why the form has a different shape than the ones in the mentioned paper. 
3 Possible assuming a form (:require [kongra.req :as REQ]) was evaluated earlier in 

the name-space header. 
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 A REQ-info may be a description of a whole bunch of requirements, when 
it contains a number of labels larger than one. 

 A requirement may be represented by a collection of REQ-infos and 
spread all over a large number of places in the code, possibly separate 
compilation units. 

 So the cardinality of a relation between a requirements and REQ-infos is 
many-to-many. 
Another important, but not explicit property of the REQ-info is it's collec-

tion of references. The references are labels of the other REQ-infos refe-
renced from the defined one. The form (defr …) possesses a separate para-
meter called refs, but it does not map directly to a REQ-info property. Instead 
the REQ library contains some indirect containers for references avoiding an 
unnecessary Lucene indexation of references when storing REQ-infos4. 

Labels and textual content (doc) together with references form a complete 
graph of informally formulated requirements. Informally because the portions 
of information are highly human-dependent and their nature does not undergo 
any regulations other than the syntactic ones. One way to get closer to some 
automatism in this regard is to: 
 Allow the system to generate the labels – a default behavior of the (defr…) 

form. 
 Use the NLP tools to extract dictionary words (1-grams) and then 2-grams, 

3-grams and – in general – N-grams out of the doc part of REQ-infos to 
build collections of refs. 

Realization of the two postulates will be a subject of some further work. 

4  PDF Processing and the Extraction of  Textual Content 

Although the system allows and encourages the software engineers to put 
all requirements (and implementations) information into the compilation 
units, initially these portions of textual content are placed in some kind of 
electronic documents, with the PDF format being the most widely used. This 
section describes one possible solution for the problem of format incompatibi-
lity arising between Clojure compilation units and PDF documents. To be 
more precise here, it presents a way to transform an example portion of textu-
al information present in a document into a shape acceptable from the point of 
view of creating a (defr…) form in a compilation unit. 

We have chosen a PDF document processing library for Java called iText 
[9]. This library can include extracting information from the document. It 

                                                      
4 This could also be achieved by configuring Lucene. In one way or the other REQ treats 

references as a kind of the second-class citizens (derivatives) when talking about REQ-infos 
model. 
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operates on the so-called tokens that are tagged to the types of stored informa-
tion. The following table provides a list of tokens which iText operates on 
[10]: 

Table 3. Overview of the token types 

 

Token type Symbol Description 

NUMBER  The current token is a number. 

STRING ( ) The current token is a string. 

NAME / The current token is a name. 

COMMENT % The current token is a comment. 

START_ARRAY [ The current token starts an array. 

END_ARRAY ] The current token ends an array. 

START_DIC << The current token starts a dictionary. 

END_DIC >> The current token ends a dictionary. 

REF  R The current token ends a reference. 

OTHER  The current token is probably an operator.  

ENDOFFILE  There are no more tokens. 

 
The technique used to process the pdf document is to check token by token  

for the specified pattern. The Xournal editor [11] was used to highlight data to 
be extracted either as a REQ-info doc, label(s) or ref(s), whith the tool called 
highlighter. Sample selection can be seen at the following Figure 1. 
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    while (tokeniser.nextToken()) { 
 tokenType = tokeniser.getTokenType(); 
 tokenValue = tokeniser.getStringValue();  
 if (tokenType == PRTokeniser.TokenType.NUMBER) { 
   buf.add(tokenValue); 
 } else if (tokenType == PRTokeniser.TokenType.OTHER 
   & tokenValue.equals("m")  
   & startOfShape == 0) {   
   highlighted.add(buf.get(buf.size() - 2)); 
   highlighted.add(buf.get(buf.size() - 1)); 
   startOfShape = 1; 
 } else if (tokenType == PRTokeniser.TokenType.OTHER 
   & tokenValue.equals("S")   
   & startOfShape == 1) { 
   highlighted.add(buf.get(buf.size() - 2)); 
   highlighted.add("" + pageNumber); 
   startOfShape = 0; 
 } 
    } 
  }  

Listing 1. Searching for appropriate tokens 
 

If a pattern is found (1), an index is created which stores information about 
the location of selection (coordinates with page number) (2): 

	xଵ, yଵ, xଶ, pageNumber,… , x୬, y୬, x୬ାଵ, pageNumber (2) 

where:   
x1, - x-coordinate of the beginning of the selection 
y1, - y-coordinate of the beginning of the selection 
x2, - x-coordinate of the end of the selection 
pageNumber, - number of page in the document where the selection is placed 
 
After searching the entire document, the method returns a list of the form 

(2), which is used to build the filter. The filter is a rectangle (position) col-
lected sequentially from the index (2). Then the data are retrieved from the 
separated area and resulting file is created that contains content originally 
selected in the PDF document. The method used is shown at Listing 2 

 
for (int i = 0; i < highlighted.size(); i+=4) { 
  int x1 = (int)Double.parseDouble(highlighted.get(i));
  
  int y = (int)Double.parseDouble(highlighted.get(i+1)); 
  int x2 = (int)Double.parseDouble(highlighted.get(i+2)); 
  int pageNumber =  
  (int)Integer.parseInt (highlighted.get(i+3));  
  int fontSize = 12;   
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Abstract 

Building abstraction layers is the key do the creation of reliable, scalable and 
maintainable software. Large number of database models and implementations 
together with the requirements coming from agile and TDD methodologies 
make it even more tangible. The paper is an attempt to present features and 
abstraction layers of a transactional key → value persistent storage library in 
which the physical storage is fully transparent for a programmer and 
exchangeable on the run-time. 

Key words: Databases, transactions, functional programming, Clojure, 
software architecture 

1 Introduction 

The database research and development is one of the key regions of both 
scientific and industrial activities. The advent of no-SQL databases, massive 
data storage and processing environments like Google BigTable, Hadoop as 
well as many other large and small database and storage solutions make it a 
great ecosystem to design and build large-scale data-processing software, but 
sometimes makes the design decisions harder than expected. It is not easy to 
choose a concrete storage solution when both the functional and non-
functional requirements are hard to freeze at the initial phases of software 
design and development. Moreover the programmers would be so much satis-
fied being able to write business logic abstracting away from the details of a 
concrete storage. It is also very important in TDD and other agile methods. 

The paper summarizes new features and some implementation details of a 
flexible Store library, a transactional and realization-transparent key → value 
storage abstraction being an enhanced version of a previously implemented 
solution [1]. It also gives an insight into ways of using the library and imple-
menting new realizations. 
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2 Layers of Abstraction 

Previous version of the Store library as described in [1] was designed and 
implemented with the following assumptions: 
 Key → value store being the major data storage model. Effectively this 

meant abandoning the relational model for good. 
 Query language is the application (business) logic language. Instead of 

SQL we use the operators and procedures of the high level programming 
language. This decision might appear costly with respect to joins, but the 
key → value store architecture does not support them anyway. 

 A lack of transactions. 
 Only a single physical storage implementation using Berkeley DB Java 

Edition [3]. 
 
A diagram depicting the architecture of the original solution can be found 

in [1]. When approaching a Store renewal we decided to make the following 
improvements in various aspects of the whole: 
 Add the transaction processing, making it an option if possible 1. 
 Make no assumptions about the physical storage. There should be various 

and pluggable storage realizations. 
 It should be possible to change the storage realizations on the run-time 

without stopping the application. 
 All the key elements of the system (also the realizations) should be as 

loosely coupled as possible, reconfigurable on the run-time and provably 
safely managed (without any resource leaks). 

 All the key elements of the system should exhibit solely (provably) correct 
multitasking behaviors. 

The following Figure 1 presents the architecture of the new Store2. 

                                                      
1 In many transactions-supporting systems it is impossible to turn the transactions off. Instead 

an auto-commit mode may be used, like in the case of JDBC. Berkeley DB JE environments 
support turning the transactions on and off on the environment opening. When opened in a 
transactional mode, it also supports auto-commit [4]. 

2 Including Repo – a high level objects storage library. For more information see [2]. 
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  (microbench-repeat* 10 1e6 5 (S/sequence "<name>")) 

 
Warming up for 5 [s] ... 
Benchmarking... 
Total runtime:  151.92165799999998 msecs 
Highest time :  40.679912  msecs 
Lowest time  :  8.573213  msecs 
Average      :  12.833566624999996  msecs 
 
That simple benchmark performed on a low-commodity machine3 shows 

that the creation of 1 mln sequence handles takes circa 13 milliseconds. One is 
encouraged to use the form to access sequence abstraction as needed. In par-
ticular it is more elegant to use the (S/sequence …) form in other S-
expressions than to: 

 
(def s (S/sequence …) 
 

and then use the s symbol. 
The following table shows all the sequence operators in Store with their 

semantics: 

Table 1. Sequence operators and their semantics 

Operator Argument(s) Meaning

next! [seq] Generates a next sequence value.

recent [seq] Returns the recently generated value. 

drop! [seq] Deletes (drops) the passed sequence. This 
operation causes the underlying realization 
free all resources related with this sequence 
abstraction. The sequence abstraction is not 
deleted and may be used in further operations. 

 
An example interactive sequence session (in Clojure REPL within a name-

space stest) can be seen below: 
 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 
0 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 

                                                      
3 AMD E-450 netbook running in the performance-on-demand mode, 4GB of RAM, JVM 

settings: -Xms128m -Xmx2g -XX:MaxPermSize=256M -XX:+UseCompressedOops -
XX:+UseParallelGC 
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1 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 
2 
stest> (S/recent (S/sequence "1st-seq" 0 1)) 
2 
stest> (S/drop!  (S/sequence "1st-seq" 0 1)) 
OperationStatus.SUCCESS 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 
0 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 
1 
stest> (S/next!  (S/sequence "1st-seq" 0 1)) 
2 
 

Few things are worth mentioning here: 
 There is no need to perform any explicit initialization of a sequence ab-

straction nor it's realization. 
 The actual realization is fully transparent. The only realization-dependent 

value above is OperationStatus.SUCCESS – a result of an underlying 
operation of dropping the sequence in a Berkeley DB JE Store being the 
currently used store4 realization. 

 No special steps have be taken between dropping the sequence and re-
using it. This is a manifestation of the already mentioned overall 
lightweight nature of the Store abstractions. 
 
Dropping a sequence that has never been referenced before also exhibits a 

desired behavior: 
 
stest> (S/drop! (S/sequence "2nd-seq")) 
OperationStatus.NOTFOUND 
 
It is so in the case of a Berkeley DB JE realization and should be in all 

other realizations. 
 

4 Indexes 

An index is a key → value storage (mapping) abstraction. To get an access 
to an index one has to use an expression: 

 

                                                      
4 We use a capitalized name Store to refer to a library, and a lowe-case name store when talk-

ing about the possible realization(s) of Store abstractions, in fact – realizations of the kon-
gra.store.Store protocol as will be described further. 
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(S/index "<name>") 
 

or  
 
(S/index "<name>" <key-type> <value-type>) 
 
The second version evaluates to an index abstraction. Informing about key-

type and value-type may be necessary in some realizations, when the serializa-
tions of key and values is non-trivial – JDBC or Berkeley DB JE realizations 
are the apparent examples here. The values of both key-type and value-type 
may be any Clojure or Java objects/values, as long as the realizations that 
expect them are able to recognize their meaning5. We strongly recommend 
using Java classes, Clojure keywords or symbols.     

Like in the sequences case the actual realization of the index depends on 
the currently present store. There are the following index operations: 

Table 2. Index operators and their semantics 

Operator Argument(s) Meaning

get  [index key] Returns a value for a given key stored in 
the index or nil, when no value present. 

put!  [index key 
val] 
 [index & kvs] 
 

Puts the key → val entry into the index. 
Allows passing a sequence of key → val 
pairs to put them all in a single call (see 
example below).

del!  [index key] 
 [index & ks] 

Deletes a entry for the key. Allows passing 
a sequence of keys to delete them all in a 
single call. 

drop!  [index] Deletes (drops) the passed index. This 
operation causes the underlying realization 
free all resources related with this index 
abstraction. The index abstraction is not 
deleted and may be used in further opera-
tions.

clear!  [index] Deletes all entries from the index. 

entries  [index] Returns a collection of [key value] pairs 
representing all entries of the index. The 
laziness of the returned collection depends 
on the store realization. 

                                                      
5 How to inform the realizations of the key- and value-type semantics is a question of the reali-

zations, not the Store abstraction and lays beyond the scope of this paper. 
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To become familiar with these operations, please take a look at the follow-

ing example: 
 
stest> (def persons (S/index "persons" :long String)) 
#'stest/persons 
stest> (S/get persons 77032403124) 
nil 
stest> (S/put! persons 77032403124 "Jan Kowalski") 
OperationStatus.SUCCESS 
stest> (S/get persons 77032403124) 
"Jan Kowalski" 
stest> (S/put! persons 77032403124 "Jan Kowalski"     
        77032403125 "Anna Kowalska") 
nil 
stest> (S/get persons 77032403125) 
"Anna Kowalska" 
stest> (S/put! persons 1 "Roman" 2 "Piotr" 3 "Jerzy") 
nil 
stest> (S/get persons 1) 
"Roman" 
stest> (S/get persons 2) 
"Piotr" 
stest> (S/get persons 3) 
"Jerzy" 
stest> (S/del! persons 1 2) 
nil 
stest> (S/get persons 1) 
nil 
stest> (S/get persons 2) 
nil 
stest> (S/get persons 3) 
"Jerzy" 
stest> (doclean (doall (S/entries persons))) 
((3 . Jerzy)) 
 

The last expression (S/entries persons) returns a lazy sequence of entries 
stored in a Berkeley DB JE store in this case. But the iteration over the persis-
tent entries requires opening a related Database cursor and so a doclean con-
text is required to clean up all interconnected resources. In the case of other 
store realizations (e.g. Software Transactional Memory) this may not be ne-
cessary. 
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5 Transactions 

Adding the transactions support was one of the two most important goals 
leading to the Store redesign and re-implementation. Table 3 summarizes the 
new transactional abstraction. 

Table 3. Transactional operators and their meaning 

Operator Argument(s) Meaning 

 within-transaction6 
 

 [& body] Executes the body of code  within 
a transaction, if there is a transac-
tion running in the current scope. 
When no transaction present, 
runs within a new transaction. 

 within-new-
transaction6 

 [& body] 
 

Executes the body of code  within 
a newly created transaction. 
Commits when the body executes 
without any errors/exceptions and 
rolls-back the transaction when 
there were errors/exceptions 
propagated.

 asserting-
transaction6 

 [& body] Asserts the presence of a transac-
tion and then executes the body. 
Raises an error when no transac-
tion present.

 commit  [] Commits the currently running 
transaction. This operation should 
only be performed when abso-
lutely necessary. A preferred way 
to go is auto-committing within-
transaction or within-new-
transaction.

 rollback  [] 
 [save-
point] 

Aborts (rolls-back) the currently 
running transaction. As in the 
case of commit this operation 
should also be used only when 
absolutely necessary, e.g. when 
rolling back to a previously 

created save-point7.

                                                      
6 Implemented as Clojure macro [8] 
7 Whether or not save-points functionality will be supported depends on a concrete underlying 

store realization. 
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 set-savepoint  [] Creates (sets) a new save-point7. 

 release-savepoint  [save-
point] 

Releases (frees) a save-point7.  

 
Note that it is possible to use (within-new-transaction …) inside a scope 

of an already running transaction. Syntactically this looks like nesting transac-
tions however the actual support for nested transactions depends on a concrete 
underlying store realizations. Currently neither the Clojure STM nor the 
Berkeley DB JE realizations do not support this feature. One can expect a 
support for nested transactions from the JDBC realizations, as some RDBMs 
provide this feature8 (like Oracle).  

Anyway, the following good practices should be applied when using Store 
to implement a transactional system: 
 By default use (within-transaction …) to execute a body of code in a 

transactional context ensuring a presence of this context. 
 Use (asserting-transaction …) to execute a body of code in a transactional 

context, when the lack of a context is perceived as an erroneous state. 
 Do not commit or rollback explicitly if possible 
 Use save-points with care. 
 Do not design with nested transactions8. 

The following procedure written in a transactional way creates one million 
key → value pairs and puts them into an index. 
(defn perftest 
  [] 
  (let [s       (S/sequence "persons-seq" 0 1) 
        persons (S/index "persons" Long String)] 
    (S/within-transaction 
     (dotimes [i 1e6] 
       (S/put! persons (S/next! s)  
                       (str "John Doe-" i)))))) 
 
achieving the following performance9: 

 
stest> (time (perftest)) 
"Elapsed time: 32282.751323 msecs" 
nil 

 

                                                      
8 Please, note that nesting transactions is perceived by some software and database engineers 

as a symptom of badly designed application. 
9 The experiment was run on a previously specified machine with a Berkeley DB JE store 

realization opened with the following settings: transactional, cache-size 512MB, cache-
mode DEFAULT, durability COMMIT_SYNC, lock-mode READ_COMMITTED (see [3], 
[4]). 
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The particular store realization9 used to perform the simple benchmark 
above depends heavily on using the database cache: 

 
stest> (room) 
Used memory  : 580,949692 [MB] 
Free memory  : 455,550308 [MB] 
Total memory : 1036,500000 [MB] 
Max memory   : 1820,500000 [MB] 
nil 
stest> (gc) 
Used memory  : 139,630356 [MB] 
Free memory  : 767,119644 [MB] 
Total memory : 906,750000 [MB] 
Max memory   : 1820,500000 [MB] 
nil  
 

The significant JVM heap usage after a garbage-collection (circa 140 MB) 
is a manifestation of a way the Berkeley DB JE manages, and – in fact – takes 
an advantage of using the cache. 

Finally one final note on the auto-commit mode. Store realizations should 
support this mode. Only when it is impossible to be implemented, it may be 
permitted to skip this feature. Such a situation probably will never occur, as 
most transactional database or library providers offer some kind of an auto-
commit.  On the other hand, developers using the Store should be aware of the 
fact that running large amounts of operations in an auto-commit mode may 
decrease the overall systems' performance beyond the point of their usability. 

6 The Store Abstraction 

After presenting the high level abstractions of the Store library, it is time 
now to take a look at the core abstraction, namely the kongra.store.Store pro-
tocol (protocols as means of expression in Clojure are described in depth in 
[9]). The protocol definition looks as follows: 
 
(defprotocol Store 
  (sequence-drop!            [this seq]) 
  (sequence-next!            [this seq]) 
  (sequence-recent           [this seq]) 
 
  (index-drop!               [this index]) 
  (index-get                 [this index key]) 
  (index-put!                [this index key val] 
                             [this index key val kvs]) 
  (index-del!                [this index key] 
                             [this index key ks]) 
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  (index-clear!              [this index]) 
  (index-entries             [this index]) 
 
  (tx-within-transaction     [this body]) 
  (tx-within-new-transaction [this body]) 
  (tx-asserting-transaction  [this body])   
  (tx-commit                 [this]) 
  (tx-rollback               [this] [this savepoint]) 
  (tx-set-savepoint          [this]) 
  (tx-release-savepoint      [this savepoint]))  

 
To provide a store (kongra.store.Store protocol) realization a provider has 

to do the following: 
 introduce a new type whose object (or objects) would represent the realiza-

tion, 
 implement all the protocol methods. 

 
A part of an example realization (with Berkeley DB JE) looks like below: 

 
(defrecord ^:private JEStore [env]) 
(def INSTANCE (JEStore. (JE/env))) 
 
(extend-protocol S/Store 
  JEStore 
 
  (sequence-drop!  [this s] …) 
  (sequence-next!  [this s] …) 
  (sequence-recent [this s] …) 
 
  (index-drop! [this index]     …) 
  (index-get   [this index key] …) 
   
  (tx-within-transaction [this body] …) 
  (tx-within-new-transaction [this body] …) 
 
  (tx-asserting-transaction [this body]…) 
 
  (tx-commit [this] …) 
 
  (tx-rollback 
    ([this]            …) 
    ([this savepoint]  …)) 
 
  (tx-set-savepoint [this] …) 
 
  (tx-release-savepoint [this savepoint] …)) 
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The Berkeley DB JE store realization is the default one. Getting the cur-

rent store realization is possible with a (S/store) call. As it was mentioned 
earlier, there are two ways to change the realization during the run-time. One 
is calling (S/set-store! <store>). This causes a persistent, all-threads 
change of the default store realization. Another way is to use a dynamic bind-
ing of a store to a new one and executing a body of code within this newly 
established binding, e.g.: 

 
(time (S/with-store STM/INSTANCE 
                  (perftest))) 
"Elapsed time: 8603.678825 msecs" 
nil 
 

Now, the perftest was executed with a Software Transactional Memory 
realization represented by STM/INSTANCE value. The operation results in 
much lower execution time (even considering the influence of database cach-
ing in the previous example) and larger memory consumption: 
 
stest> (gc) 
Used memory  : 297,057205 [MB] 
Free memory  : 630,130295 [MB] 
Total memory : 927,187500 [MB] 
Max memory   : 1820,500000 [MB] 
nil 
 

Certainly the biggest win with this approach is the ability to change the 
target store realizations algorithmically on the run-time. It is the other most 
significant benefit coming from the Store redesign and re-implementation. 

7 Parallelism of Abstractions and Realizations' Details 

The most important problem arising within the Store library and the store 
realizations as seen from the point of view of potential users (programmers 
and system designers) is the complexity of configuration behind the particular 
realizations. With a naive approach we would be tempted to put as much con-
figuration details into the kongra.store.Store protocol, in fact – trying to find a 
kind of a “greatest common denominator” for all possible configuration op-
tions. Even in the first look this seems a bad design. The new Store's imple-
menter decided to go a completely different way, eliminating all configuration 
out of the Store abstractions and leaving them in current and future realiza-
tions. This convenient and flexible approach gives a rise of a problem of a 
loss of the abstract nature of source codes written using Store. Codes using 
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the library should abstract away from the details of the realizations. One (and 
currently preferred) approach is to put all realization-dependent codes in a 
place dedicated to build a kind of a configuration context and the abstract 
business logic codes in all other places (procedures, modules) and then to 
connect them transparently using the dynamic variables and in-thread bind-
ings. To get a sample how this can be done, please take look at the following 
piece of code: 

 
(BDBJE/with-lock-mode BDBJE/LOCK-MODE-READ-UNCOMMITTED 

  (BDBJE/with-lock-timeout 100 ;; msecs 
    (perftest))) 

 
where the locking mode present in the Berkeley DB JE wrapper library for 
Clojure (not even the store realization) is defined like below: 
 
(def LOCK-MODE-DEFAULT          LockMode/DEFAULT) 
(def LOCK-MODE-READ-COMMITTED   LockMode/READ_COMMITTED) 
(def LOCK-MODE-READ-UNCOMMITTED LockMode/READ_UNCOMMITTED) 
(def LOCK-MODE-RMW              LockMode/RMW) 
 
(dyndef *lock-mode* nil) 
 
(defn lock-mode 
  [] 
  (dynval *lock-mode*)) 
 
(defn set-lock-mode! 
  [lmode] 
  (dynset! *lock-mode* lmode)) 
 
(defmacro with-lock-mode 
  [lmode & body] 
  `(binding [*lock-mode* ~lmode] ~@body))  

8 Clojure STM Realization 

The Software Transactional Memory is a modern approach to mutual-
exclusion problems in multitasking environments. Clojure provides it's reali-
zation with references, atoms, agents, dynamic variables and persistent data 
structures [8], [9]. We decided to use STM for a store realization, even though 
STM lacks durability feature of a full ACID transactional system (all data is 
stored in RAM). It's unquestionable advantage is speed. 

The major STM store realization features are: 
 A sequence is a name → value pair within a mapping reference. 
 An index is a mapping reference. 
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 No support for nested transactions, as the STM does not support them10. 
 No support for save-points10. 
 No support for an explicit commits10. 
 The explicit rollbacks are possible but not to the save-points10, only pa-

rameter-less. 
 Data do not undergo any conversions on the read/write. The types declared 

on referring to an index are not used. This increases the operation speed, 
but eliminates type-safety by disabling any type-checks. 

9 Berkeley DB JE Realization 

The Berkeley DB Java Edition library [3], [4] offers full ACID stack, it al-
so allows to operate in a non-transactional mode when properly configured on 
the opening-time. Our BDB JE store realization has the following properties: 
 No support for save-points10, as in the case of the STM realization. 
 Support for explicit commits and rollbacks, but not to the save-points10. 
 A support for nested transactions in the store realization layer. However 

the Berkeley DB JE library does not support this feature by now. Whether 
or not it will be supported is a question of the future. 

 

10 A Discussion on Possible Future Realizations 

The most promising, yet not existing realization of the Store library ab-
stractions is the one using JDBC and relational databases. There are many 
ways a key → value storage may be implemented within a relational model. 
Readers are encouraged to take part in a research on the most effective ways 
of implementing this realization and also in design and programming phase. 

Another interesting way to go is to use the Hadoop distributed data storage 
and processing engine. This direction is particularly important, as the massive 
storage and distributed data processing seems to be the central point in current 
and future database research and production use. 
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